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ABSTRACT

The technical memorandum describes research conducted to examine the etiologies and nature of

hazardous states of awareness and the psychophysiological factors involved in their onset in aerospace

operations. A considerable amount of research has been conducted at NASA that examines psychological

and human factors issues that may play a role in aviation safety. The technical memorandum describes

some of the research that was conducted between 1998 and 2001, both in-house and as cooperative

agreements, which addressed some of these issues. The research was sponsored as part of the

physiological factors subelement of the Aviation Operation Systems (AOS) program and Physiological /

Psychological Stressors and Factors project. Dr. Lance Prinzel is the Level III subelement lead and can be

contacted at 1.j.prinzel @larc.nasa.gov
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INTRODUCTION

The purpose of the NASA Technical Memorandum is to describe some of the issues surrounding

the use of automation in complex systems, its effect on the human operator, and recent research that has

been conducted at NASA that has addressed some of these issues. For additional details about any of the

studies described in the document, please contact Dr. Lance Prinzel at NASA Langley Research Center

(1.j.prinzel@larc.nasa.gov).

Automation

Automation refers to "...systems or methods in which many of the processes of production are

automatically performed or controlled by autonomous machines or electronic devices" (p.7). Automation

is a tool, or resource, that the human operator can use to perform some task that would be difficult or

impossible without the help of machines (Billings, 1997). Therefore, automation can be thought of as a

process of substituting some device or machine for some human activity; or it can be thought of as a state

of technological development (Parsons, 1985). However, some people (e.g., Woods, 1996) have

questioned whether automation should be viewed as a substitution of one agent for another. Nevertheless,

the presence of automation has pervaded every aspect of modern life. We have built machines and

systems that not only make work easier, more efficient and safer, but also have given us more leisure
time. The advent of automation has further enabled us to achieve these ends. With automation, machines

can now perform many of the activities that we once had to do. Now, automatic doors open for us.

Thermostats regulate the temperature in our homes for us. Automobile transmissions shift gears for us.

We just have to turn the automation on and off. One day, however, there may not be a need for us to do
even that.

The evolution of technology has generated modern machines and systems that expand the range

of human capabilities enormously. The benefits afforded by such technological progress necessitate

machines and systems of greater sophistication and complexity. Consequently, the demands placed upon

the operators of these systems increase along with the growth in complexity. The introduction of

automation into systems has helped operators manage the complexity, but has not necessarily relieved the

burden of interacting with such systems. Thus, one of the major challenges facing designers today

concerns the best way to utilize technology to serve the needs of society without exceeding the limits of

those individuals who must operate the technology.

What is Automation? Automation has been described as a machine agent that can execute

functions normally carried out by humans (Parasuraman & Riley, 1997). These can be entire functions,
activities, or subsets thereof. Automation serves several purposes (Wickens, 1992). It can perform

functions that are beyond the ability of humans, it can perform functions for which humans are ill-suited,

and it can perform those functions that humans find bothersome or a nuisance.

Levels of Human-Automation Interaction. The level of automation in a system can vary.

Sheridan and Verplank (1978) proposed a model where differences range from completely manual to

fully automatic (see Table 1). Several examples of degrees of automation can be found in a typical

automobile. At the lowest level, virtually all automobiles require the driver to put the car into gear. At the

other extreme, the antilock braking system calculates how much pressure to apply to each wheel to bring

the car to a halt without locking up any wheels. It does so without communicating any of its calculations

or actions. All the driver has to do is apply the brakes. The presets on the car's audio system allow

individuals to automatically tune to their favorite stations. The system limits the range of available

frequencies to a select few and presents these choices to the user on separate buttons.



Table1.10LevelsofHuman-AutomationInteraction(Sheridan& Verplank,1978)

1)
2)
3)
4)

5)
6)
7)

8)...

9)...

10) Computer does everything autonomously

Whole task done by human except for actual machine operation

Computer suggests options and proposes one of them

Computer chooses an action and performs it if human approves

Computer chooses an action and performs unless human disapproves

Manual

Semiautomatic

Semiautomatic

Semiautomatic

Semiautomatic

Semiautomatic

Semiautomatic

Semiautomatic

Semiautomatic

Automatic

Information Processing Framework. Recently, Parasuraman, Sheridan, and Wickens (2000)

expanded upon this model to provide designers with a framework for considering what types and levels of

automation ought to be implemented in a given system. This expanded model allows for various levels of

automation within different functions. The four functions they describe are system analogs of different

stages of human information processing: information acquisition, information analysis, decision selection,

and action implementation (see Table 2).

Table 2. Information processing functions (based on Parasuraman, Sheridan, & Wickens, 2000)

Stage of Processing Functions

Information Acquisition

Information Analysis

Decision Selection

Action Implementation

Detecting and registering input data

Applying cognitive functions to the

information (e.g., analyzing and
summarizing, making predictions,

inferences, modifying and augmenting

information displays, etc.)

Augmenting or replacing human

selection of decision options

Executing functions or choices of actions

Impact of Automation Technology

Advantages of Automation. Wiener (1980; 1989) noted a number of advantages to automating

human-machine systems• These include increased capacity and productivity, reduction of small errors,

reduction of manual workload and fatigue, relief from routine operations, more precise handling of

routine operations, and economical use of machines• In an aviation context, for example, Wiener and

Curry (1980) listed eight reasons for the increase in flight-deck automation: Increase in available

technology, such as the Flight Management System (FMS), Ground Proximity Warning System (GPWS),

Traffic Alert and Collision Avoidance System (TCAS); concern for safety; economy, maintenance, and

reliability; decrease in workload for two-pilot transport aircraft certification; flight maneuvers and

navigation precision; display flexibility; economy of cockpit space; and special requirements for military
missions•



Disadvantages of Automation. Automation also has a number of disadvantages. Automation

increases the burdens and complexities for those responsible for operating, troubleshooting, and managing

systems. Woods (1996) stated that automation is "...a wrapped package -- a package that consists of many

different dimensions bundled together as a hardware/software system. When new automated systems are

introduced into a field of practice, change is precipitated along multiple dimensions" (p.4). Some of

these changes include: (a) adding to or changing the task, such as device setup and initialization,

configuration control, and operating sequences; (b) changing cognitive demands, such as decreased

situational awareness; (c) changing the role that people in the system have, often relegating people to

supervisory controllers; (d) increasing coupling and integration among parts of a system often resulting in

data overload and "transparency" (Billings, 1997); and (e) increasing complacency by those who use the

technology. These changes can result in lower job satisfaction (automation seen as dehumanizing),

lowered vigilance, fault-intolerant systems, silent failures, an increase in cognitive workload, automation-

induced failures, over-reliance, increased boredom, decreased trust, manual skill erosion, false alarms,

and a decrease in mode awareness (Wiener, 1989).

The Air Transportation System: Problems of Automation

The current outlook Civil aviation has reached and maintained a remarkable level of safety

with less than one accident per million departures. Although laudable, the considerable growth

anticipated in the National Airspace System (NAS) will appreciably tax the ability of the system to

effectively handle the estimated doubling of air traffic to 50 million flights per year by 2010. The

mathematics in human and economic cost outcomes are staggering. The National Transportation Safety

Board (NTSB) released the U.S. aviation accident rates for 2000 that, although an overall 3.8 percent

decrease in total accidents, there was a 7.3 percent increase in passenger fatalities (748 in 2000). The

projections for out years in aviation accident statistics would be the equivalent of a commercial airliner

crashing once every two weeks or 25 accidents per year with 1,000 fatalities. Furthermore, these

considerations can be extended to the general aviation community whose fatal accident statistics parallel

those of commercial aviation (592 in 2000). Taken together, while aviation is among the safest industries

in the world, the increased traffic volume will assuredly lead to more accidents unless significant

remediations are put into practice.

Estimates of 60 to 80% of accidents being due to human error suggest that a promising avenue to

pursue would be an investment into the understanding of, and better support of, human-machine

interaction; this is especially the case for human-automation interaction. Significant areas that work need

be directed towards include improved system design, selection, and training of pilots and air traffic

controllers (ATC) with automation. Foremost among them is a systematic uncovering of what the

etiologies of human error are and the countermeasures that can be applied to address the telling and often

deleterious impact that automation in the aviation domain has played in contributing to the increasing
number of accidents and incidents.

Effects of automation on aviation. The effect that automation has had on aviation can be

summed up as both a blessing and a curse. Clearly, automation has significantly improved the capability

and efficiency at which humans fly to and from destinations throughout the world. The impressive

aviation accidents statistics are certainly governed and attributable to the increase in automation.

However, although airplanes fly more precisely and the NAS allows for more capacity, authorities caution

that the time of ever increasing automation may have reached an apex. The literature and aviation

databases, such as the NASA Aviation Safety Reporting System (ASRS), abound with research and

anecdotal evidence substantiating this fact. The consensus in the human factors community, which is

beginning to be shared with others within aviation, is that automation has not so much made the job of

flying or managing aircraft easier; instead, it has transformed the role of the operator from active to

passive monitoring of automated systems. The net effect of this has been a migration of human



performanceissuesfromperceptual/ motor to cognitive in nature. Wiener and Curry (1980) provided the

cries of caution as to how automation was bringing with it a new set of problems, unforeseen in aviation,

and that ushered in a new age of study within human factors. Today, the concerns expressed over 20

years hence are as relevant today as they were back in the 1980s. Indeed, perhaps because of the better

picture we are painting of the human-automation canvas, now more than ever is research needed to

address these issues and discover solutions to the problems that are the bane of modern aviation.

Future outlook and new problems. NASA (National Aeronautics and Space Administration),

the FAA (Federal Aviation Administration), and Eurocontrol have begun programs of research and

development with the objective of providing air traffic controllers, flightcrews, and air traffic managers

with automation aids so as to increase terminal and enroute throughput and capacity. The trend is to

allow flightcrews to determine user-preferred trajectory and in-trail separation within air traffic service

provider (ATSPs) defined corridors of air traffic flow, also known as "free flight". To become a reality,

significant research will be needed to determine the system impact on human performance and safety as,

more than ever before, automation will be key to the successful implementation of such a system. Of

course, the human-automation interaction issues that currently exist will not magically go away, and the

evolution of the air transportation system will profoundly challenge the cognitive sciences including

human factors to ensure "human-centered" design.

The Need for Research. Therefore, there exists the impetus to address the issues that plague

current automated systems. Amazingly, while many of these issues are known and acknowledged by

those outside human factors, the economic pressures and competition makes progress slow and

implementation a significant challenge. To eventually be successful, however, will require a watershed in

thinking about human error and automation. There are many who still consider automation the panacea

of, and not the contributor to, aviation safety. They see human error is the elemental concomitant of,

rather than the symptom of, mismatches between the human, machine, and environment. That more

automation, less human interaction equates to less error and more safety. However, Reason (1990) noted

the logical flaws of this pointing out that we cannot objectively measure how many accidents were not

caused because the human was "in-the-loop". Instead, the human, as pilot or air traffic controller,

represents the last "error filter" that can catch those latent and active "pathogens" that will eventually

migrate down the system; this is the so-called "swiss cheese phenomenon". The perspective of human, as
error filter, rather than as error source, has many implications for the future of automation design.

Foremost among them, the concept of "human-centered" automation design that is directed towards the

support of humans (Billings, 1997) and understands that knowledge-based cognitive processing (Reason,

1990) of humans cannot be modeled or emulated by computer logic.

The case has been made and, although the jury is still out, humans will continue to interface with

the increasing introduction of technology in the form of automation. The recognition of what makes a

human element necessary also points to man's limitations; that is, the inability of pilots and air traffic

controllers to effectively monitor automated tasks (Mosier, Skitka, & Korte, 1994). Many have pointed

out that the information processing capabilities of pilots and air traffic controllers to see patterns and to

generate solutions (knowledge-based processing) makes them susceptible to automatic and controlled

errors when engaged in skill- and rule-based processing. Mackworth (1958) noted that humans are not

good at vigilant-type behaviors, such as observing automated system states or watching a radar scope.

These types of behaviors lead to what O'kiris and Endsley called the "out-of-the-loop" performance

problem that can lead to decreased vigilance, increased mental workload, lower situation awareness, and

complacency. Complacency, in fact, is a natural result since it represents a "strategy" or behavior directly

attributable to the intrinsic nature of automation. Automation tends to "work as advertised" (Woods,

1996) and, therefore, operators develop understandable trust in the automation. The numerous incidents

and accidents in the ASRS (Pope & Bogart, 1992) earmark complacency as a contributing factor in

accidents, such as Eastern Airlines L-1011 (1972) CFIT, Miami; China Airlines B-747 (1985),

uncontrolled vertical descent from 41,000 to 9,500 ft. over Pacific Ocean; and American Airlines B-757

(1995) CFIT, Cali, Columbia. These accidents were in major ways caused by over-reliance on
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automation.ParasuramanandRiley(1998)notedthat of the "use,misuse,disuse,andabuse"of
automation,automation-inducedcomplacencyposesthe most significantthreatto poor human-
automationinteraction.

Recent Physiological Factors Research

Research Taxonomy. Research has been conducted that has focused on base research issues

surrounding human-automation interaction in the aviation domain. The focus of the research can be

broken down into five related, but distinct research areas: hazardous states of awareness, individual

difference variates, training countermeasures, adaptive automation, and spin-off technologies.

Hazardous States of Awareness

An analysis of incidents in the Aviation Safety Reporting System (ASRS) database reveals that

civil transport flight crews often relate their mistakes to their experiences of certain states of awareness.

Narratives in the incident database contain descriptions of crewmembers becoming "complacent" and

succumbing to "boredom." The reports further describe experiences of diminished attention,

compromised vigilance, and lapsing attention, frequently not associated with fatigue. These experiences

are variously attributed to conditions of quietness, droning noise and motion, monotony, repetition, and

familiarity. Crewmembers have recalled that they were excessively absorbed or dangerously preoccupied

prior to an error incident. These crewmembers, whose responsibility it is to monitor and manage the

progress of highly complex and automated systems, occasionally lapse into awareness states that are

incompatible with the demands of the task. These states can be characterized as being "hazardous." As

Billings (1991) notes, "Few tasks are more soporific than watching a highly automated vehicle drone on

for many hours, directed by three inertial navigation systems all of which agree within a fraction of a

mile." Hazardous states of awareness occur most frequently under just such conditions.

Numerous studies and critical incident investigations have shown that hazardous states of

awareness (HSAs) can lead to catastrophic consequences. Young & Hashemi (1991), for example,

showed that truck driver fatigue may play a role in upto as many as 41% of accidents. As another

example, loss of situation awareness have been found to be a major contributor to Controlled Flight Into

Terrain (CFIT) accidents (Shappell & Wiegmann, 1997) and HSAs (i.e., problems of attention) may

account for up to 40% of all CFIT accidents

Attention may be usefully characterized by three aspects: (1) distribution (diffused versus

concentrated); (2) intensiveness (alert versus inattentive); and (3) selectivity (the "what" of attention).

Distribution and intensiveness are influenced by the state of awareness being experienced; the

experiences cited above vary along these dimensions. Selectivity refers to the contents of awareness. In

designing for effective integration of human and system, it is important to provide ready access to useful

information so that the contents of awareness support informed action. It is also important to design for

human involvement in system function to promote effective state of awareness (i.e., to promote consistent

mental engagement in the supervisory task). Other ways of describing attention can be delineated into

three major components of selection, vigilance, and control. But, at present, there is no major taxonomy

of attention put forward to express the diversity of attention processes. However, a number of useful

psychological constructs have emerged that have proved invaluable in guiding the research in the area.
What are HSAs? Hazardous states of awareness can be differentiated into six related constructs:

blocks, task-unrelated thoughts, lapses and slips, complacency, mental fatigue, and boredom. Based on

the ASRS narratives, pilots make frequent reports of "daydreaming", "worrying", "distracting",

"hypnotized", "losing focus", "totally absorbed our [sic] concentration and forgot the big picture",

"tunneling", "channelization", "complacent", and "preoccupation" to name a few of their words. These



descriptionshavebeencapturedandsubsumedbythedevelopmentofaHSAtaxonomythatusethesesix
psychologicalconstructs.

Blocks.Thepsychologicalconstructof ablockis similarto the layperson'sattributionto the
word.Weoftentalkof "havingamentalblock"thatdoesn'tallowustoaccomplishasaidtask.Theterm
wasfirstusedbyBills(1931)toreferto subjectsthatoccasionallytakeaverylongtimeto namecertain
colors.Duringa block,informationis availableabouta person'sstateof awareness.However,it is
contradictoryin thata persondoesn'tceaserespondingbutreturnsto a taskaftera periodof time
suggestinga"preoccupation"oraredirectionof attentionelsewhere.Therefore,ablockis likento atask-
unrelatedthought(TUT)and,therefore,blocksarerelatedto arousalandattentiveprocessing.But,there
is alsoevidencethatthefrequencyof blocksincreasesovertimeandaremorelikelywith repetitive,
boringtaskssuchasvigilanceorsupervisorycontroltasks.Therefore,blocksarerelatedtolowarousalor
boredomalthoughthereis evidencethatboredomis actuallyhighlyarousingandhighin workload
(Scerbo,Greenwald,andSawin,1995).Makeig& Inlow(1993)havenotedthatwithblocks,while
differentthanmicrosleepepisodes,thereis increaseddeltaactivityin theelectroencephalogram(EEG)
record.Therefore,blocksaredistinctfromlapsingintodaydreamingorasleep-likestate.Rather,studies
haveshownthatvigilanceor sustainedattentionis mostatworkin theonsetof blocks.Forexample,
Robertsenet al. (1997)foundthatonseveraltestsof "everyday"attention,sustainedattentiontests
correlatedsignificantlywith thefrequencyof blocks.Furthermore,SmithandNutt(1996)reportedthat
clonidine,thatreducesthenoradrenalinereleaseatthepresynapticlevel,canincreasetheincidenceof
blockswhereasidazoxan,anoradrenalineagonist,reversestheeffect.

Task-UnrelatedThoughts.If subjectsarenotasleepduringablock,theymaybeengagedin
thoughtsnotdirectlyrelatedtothetaskathand.Giambra(1993)characterizedthestateasconsistingof
task-unrelated thoughts or (TUTs), These TUTS can be conceived as a form of daydreaming, (i.e.,

thoughts that flirt from topic to topic). However, recent evidence has shown that it is equally plausible

that "preoccupation," or focused attention on a single thought, might also qualify as a TUT, Antrobus,

Coleman, and Singer (1967) first reported on the role of TUTs in under long-duration task performance,

and they administered a daydreaming questionnaire to a sample of subjects and divided them into high

and low daydreaming groups. Those who scored high in daydreaming showed a greater vigilance

decrement over time and they also reported more irrelevant thoughts and indicated that the incidence of
these increased with time on task.

Giambra (1993) argued that TUTs were a specific subject state reflecting internal dispositions

and, therefore, would qualify as a hazardous state of awareness. The aspect of attention that is probably

most closely involved in TUTs is vigilance although selection is presumably also involved to an extent. It

has been postulated that a TUT may reflect a failure of the selection mechanism although it is possible

that such occasional and random deviations may be a general characteristic of a selective attention

mechanism, as originally proposed by Broadbent (1958) in his well-known filter theory. As an example,

in a dichotic listening study in which subjects are asked to attend to stimuli in one ear, participants report

that they are sometimes aware of stimuli from the other ear. If this reflects random but infrequent

sampling of irrelevant channels by the attention filter, TUTs may just be a natural consequence, like noise

in a sensory channel. Therefore, it is possible that TUTs may not represent active failures of selection but

instead represent the normal, noisy operation of selective attention.

Lapses and Slips. Task-irrelevant thoughts can have an effect on a person's goal-directed

behavior, but may not directly lead to actions themselves or have other direct behavioral consequences.

Such thoughts are likely to be prevalent whenever a person is engaged in a repetitive, habitual activity for

sustained periods of time under relatively low external task demands. Examples of this would include

performing routinized tasks during cruise phase of flight. Unlike TUTs, however, performance of these

tasks might also result in erroneous actions because the familiar and routine nature of the task promotes

what has been termed "automatic processing." When these actions are unintended, they have been

referred to as either lapses or slips (Norman, 1981; Reason, 1984).



Norman(1981)definedslipsasthoseactionsthatdonotagreewithaperson'sintentions.Reason
(1984)definedslipsinmuchthesamewayandfurtherdefinedlapsesasintentionfailuresthatarenot
necessarilyapparentin behavior.Lapsesandslipsarebothseenasanoutcomeof a failureof an
attentionalcheck(monitoring)mechanismwhenapersonis engagedin ahabitualor routineactivity.
Reason(1990),illustratetheconceptsofslipsandlapses:

Slip:"I haddecidedto cutdownonmy sugarconsumptionandwantedto havemycornflakes
withoutit.Butthenextmorning,however,I sprinkledsugaronmycereal,justasI alwaysdo."

Lapse: : '7 walked to my bookcase to find the dictionary. In the process of taking it off the sheik

other books fell onto the floor. I put them back and returned to my desk without the dictionary. "

Reason (1990) argued that slips and lapses represent a fundamental failure of attentive

monitoring. He proposed that skilled actions carried out in a familiar environment result in automatic

execution of stimulus-response (SR) sequences with only an occasional attentional check.

Complacency. If we can operationally define a slip as representing a failure of attentive

monitoring of one's own action sequences during performance of habitual tasks, complacency represents a

failure to monitor the actions of a machine or computer that may also be under habitual and familiar

circumstances. The term complacency has been used for some time in aviation and it has been inferred

when the pilot was thought to be irresponsible in not checking on some aircraft subsystem or in not

adequately monitoring the cockpit instruments (Hurst & Hurst, 1982). Complacency has become the

focus of even more recent research because of increased automated systems in the cockpit (Billings,

1996). However, the term has been applied in many other domains where automation is being

increasingly implemented, such as shipping (National Transportation Safety Board, 1997), process control

(Lee, Parasuraman, & Bloomfield, 1997), and driving (DeWaard & Brookhuis, 1999). Automation-related

complacency has been defined to refer to a condition of excessive trust in an automated subsystem; that

trust doesn't allow them adequately monitor the system for anomalies or malfunctions (Lee et al., 1997;

Parasuraman, Molloy, & Singh, 1993; Singh, Molloy, & Parasuraman, 1993; Wickens, Mayor, & McGee,
1997).

Wiener (1981) defined complacency as "a psychological state characterized by a low index of

suspicion." Billings, Lauber, Funkhouser, Lyman, and Huff (1976), in the Aviation Safety Reporting

System (ASRS) coding manual, defined it as "self-satisfaction which may result in non-vigilance based

on an unjustified assumption of satisfactory system state." The condition is surmised to result when

working in highly reliable automated environments in which the operator serves as a supervisory

controller monitoring system states for the occasional automation failure. It is exhibited as a false sense

of security, which the operator develops while working with highly reliable automation; however, no

machine is perfect and can fail without warning. Studies and ASRS reports have shown that automation-

induced complacency can have negative performance effects on an operator's monitoring of automated

systems (Parasuraman, Molloy, & Singh, 1993).

Although researchers agree that complacency continues to be a serious problem, little consensus

exists as to what complacency is and the best methods for measuring it. Nevertheless, after considering

the frequency with which the term "complacency" is encountered in the ASRS and analyses of aviation

accidents, Wiener (1981) proposed that research begin on the construct of complacency so that effective

countermeasures could be developed.

One of the first empirical studies on complacency was Thackray and Touchstone (1989) who

asked participants to perform a simulated ATC task either with or without the help of an automated aid.

The aid provided advisory messages to help resolve potential aircraft-to-aircraft collisions. The

automation failed twice per session, once early and another time late during the 2-hr experimental session.

These researchers reasoned that complacency should be evident and, therefore, participants would fail to
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detectthefailuresof theATCtaskdueto thehighlyreliablenatureof theautomatedaid. However,
althoughparticipantswereslowerto respondtotheinitialfailure,reactiontimeswerefastertothesecond
automatedfailure.

Parasuraman,SinghandMolloy (1993)reasonedthat participantsin the Thackrayand
Touchstone(1989)experimentdid not experiencecomplacencybecauseof the relativelyshort
experimentalsessionandbecausetheparticipantsperformeda singlemonitoringtask. ASRSreports
involvingcomplacencyhaverevealedthatit ismostlikelyto developunderconditionsinwhichthepilot
is responsibleforperformingmanyfunctions,notjustmonitoringtheautomationinvolved.Parasuraman
etal. (1993)suggestedthatinmulti-taskenvironments,suchasanairplanecockpit,characteristicsofthe
automatedsystems,suchasreliabilityandconsistency,dictatehowwell thepilotiscapableof detecting
andrespondingto automationfailures.Langer(1989)developedtheconceptof prematurecognitive
commitmenttohelpclarifytheetiologyofautomation-inducedcomplacency.AccordingtoLanger,

Whenweacceptanimpressionorpieceof informationat facevalue,withnoreasonto think
criticallyaboutit, perhapsbecauseit is irrelevant,thatimpressionsettlesunobtrusivelyintoour
mindsuntilasimilarsignalfromtheoutsideworld- suchasasightorsound- callsit upagain.
At thatnexttimeit maynolongerbeirrelevant,mostof usdon'treconsiderwhatwemindlessly
acceptedearlier.

Prematurecognitivecommitmentdevelopswhenapersoninitiallyencountersastimulus,device,orevent
inaparticularcontext;thisattitudeorperceptionisthenreinforcedwhenthestimulusisre-encounteredin
thesameway.Langer(1989)identifieda numberof antecedentconditionsthatproducethisattitude,
includingroutine,repetition,andextremesof workload;theseareall conditionspresentin today's
automatedcockpit. Therefore,automationthat is consistentandreliableis morelikely to produce
conditionsin multi-taskenvironmentsthat aresusceptibleto fosteringcomplacency,comparedto
automationofvariablereliability.

Parasuraman,SinghandMolloy(1993)examinedtheeffectsof variationsin reliabilityand
consistencyonusermonitoringof automationfailures.Participantswereaskedto performamanual
tracking,fuelmanagement,andsystem-monitoringtaskfor four30-minutesessions.Theautomation
reliabilityof thesystem-monitoringtaskwasdefinedasthepercentageof automationfailuresthatwere
correctedby theautomatedsystem.Participantswererandomlyassignedto oneof threeautomation
reliabilitygroups,which included:constantat a low (56.25%)or high (87.5%)levelor a variable
conditionin whichthe reliabilityalternatedbetweenhighandlow everytenminutesduringthe
experimentalsession.Participantsexhibitedsignificantlypoorerperformanceusingthe system-
monitoringtaskundertheconstant-reliabilityconditionsthanunderthevariable-reliabilitycondition.
Therewereno significantdifferencesbetweenthedetectionrateof the participantswhoinitially
monitoredunderhighreliabilityversusthosewhoinitiallymonitoredunderlowreliability.Furthermore,
evidenceof automation-inducedcomplacencywaswitnessedafteronly20minutesof performingthe
tasks. Parsuramanet al. (1993)thereforeconcludedthat the consistencyof performanceof the
automationwasthemajorinfluencingfactorin theonsetof complacencyregardlessof the levelof
automationreliability.

Singh,Molloy,andParasuraman(1997)replicatedtheseresultsin a similarexperiment,which
examinedwhetherhavinganautomatedtaskcentrallylocatedwouldimprovemonitoringperformance
duringaflight-simulationtask.Theautomationreliabilityfor thesystem-monitoringtaskwasconstantat
87.5%for halftheparticipantsandvariable(alternatingbetween56.25%and87.5%)fortheotherhalf.
Thehighandlowconstantgroupswerenotusedin thisstudybecauseparticipantsin previousstudies
werefoundto performequallypoorlyin bothconstantreliabilityconditions.A constanthighlevelof
reliabilitywasusedinsteadbecausecomplacencyis believedto mostlikelyoccurwhenanoperatoris
supervisingautomationthatheorsheperceivestobehighlyreliable(Parasuramanetal., 1993). Singh
andhiscolleaguesfoundthemonitoringof automationfailureto beinefficientwhenreliabilityof the
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automationwasconstantbutnotwhenis wasvariable,andthatthesefailurescannotbepreventedby
locatingthetaskin thecenterof thecomputerscreen.Theseresultsindicatethattheautomation-induced
complacencyeffectdiscoveredby Parasuramanet al., is a relativelyrobustphenomenon,whichis
applicabletoawidevarietyofautomationreliabilityschedules.

MentalFatigue.Eachof thefourHSAsdiscussedsofarhaveonecommonthemetothemand
thatoccurwhenevera personis engagedin habitualtasksfor considerableamountsof time.Any
conditionsuchasthat canalsoproducea stateof mental fatigue, There are a number of different

definitions of what mental fatigue really is, but doubtless its effects on aviation safety are well known and

appreciated. Bartlett (1943) proposed that fatigue represented measurable changes in performance arising

from extended what he termed, "time on task." However, Bartley and Chute (1947) noted that actually

fatigue is a psychological (as opposed to physiological) consequence of prolonged activity and requires

subjective appraisals of feelings of tiredness as well. The subjective dimension is currently viewed as

being the more significant factor in the onset of mental fatigue. Brown (1993), for example, defined it as

a "disinclination to continue performing a task because of perceived reductions in efficiency."

What is the role of attention in fatigue? One intuitive notion that has long held currency is that

mental fatigue is associated with a depletion of attentional resources, or an increasing inability to allocate

attentional resources to task performance. Resource theory (Wickens, 1984) posits that a person has a

limited supply of attention capacity available and that performance decrement occurs when task demands

on capacity exceed the supply available. The nature of the decrement is dependent on the strategies the

person uses to allocate attentional resources to different tasks or to components of a task. Fatigue may

impair these processes.

Boredom. To understand mental fatigue, it requires also an understanding of boredom. Many

have defined boredom in several ways, but almost all include the words "state", "feeling", and/or

"conflict" in them. Fenichel (1951), for example, described boredom as a feeling of displeasure caused by

a conflict between a need for intensive psychological activity and an unstimulating environment.

Whereas Barmack (1939) described boredom as a feeling that produced a sleep-like state resulting from a

conflict between continuing and removing oneself from an unpleasant situation. Others have described

boredom as a physiological state associated with arousal (Berlyne, 1960; Hebb, 1955) or an emotion

(Damrad-Frye & Laird, 1989).
One mechanism for boredom may be habituation in which receptivity to an event declines with

exposure to a steady, prolonged stimulus (Kroemer & Grandjean, 1997). The postulated benefit is that it

helps protect the central nervous system (CNS) from becoming overloaded or saturated with impulses

from the peripheral sense organs (e.g., eyes). Without habituation, a person would be in a state of

heightened arousal all the time and, therefore, in a monotonous situation, habituation protects the

individual from becoming inundated with repetitive stimuli. However, a consequence is that it produces

boredom. O'Hanlon (1981) suggested that habituation may be the psychophysiological beginning of

boredom. It may lowers the arousal level of an individual when presented with repetitive stimuli (Lynn,

1966) and when an individual first encounters a task, the stimulation produced by the situation will

produce arousal at or above optimal levels. O'Hanlon argued that if the arousal level were to fall below

the minimum level required to achieve par performance, an effect would be an increase in lapses, mental

blocks, errors, and detection failures in monitoring tasks. In order to attempt to prevent habituation and

maintain attention, considerable effort would have to be expended and this is seen as unpleasant.

Therefore, boredom may be viewed as the conflict between habituation and sustained effort to maintain a

sufficient level of arousal to perform adequately at a task (O'Hanlon, 1981).

Research on Hazardous States of Awareness

Research has been conducted to examine the etiologies of hazardous states of awareness. The

focus has been on developing the necessary tools and insights for classification of various HSAs, so that
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countermeasurescanbedeveloped.Theterm,"hazardousstatesof awareness"hasbeenendorsedbythe
aviationcommunityasa catch-allphraseforthephenomenologicalstatesthatpilotsmayenterthatcan
provedeleterioustoaviationsafety.Forexample,theFAA(1996)in theirnationalplancalledonmore
researchto beconductedto understandthenatureof thesehazardousstatesof awarenesssothatmore
effectivetrainingandsystemdesigncanbedevelopedto helplimit theestimated60-80%of accidents
causedbyhumanerrors.

Thereexistsaconsiderableknowledgebaseof basicresearchfromvariousresearchcommunities
thatwecandrawuponinconductinghumanfactors,appliedresearchthathasbeentheprimaryfocusof
recentresearchattheNASALangleyResearchCenter.Nevertheless,in additiontothecontentanalyses
conductedontheASRSdatabase,therehasalsobeenperformedaconsiderableamountof basicresearch
intothecausesof HSAs.

Task-UnrelatedThoughts.Researchwasconductedat NASALangleyResearchCenterto
examineEEGandEvent-RelatedPotential(ERP)correlatesof differentlevelsof attentionthatwere
inducedbydifferenttaskdemands(Cunningham,S.C.& Freeman,F.G.,1994).Theaimof thestudy
was to further investigatethe relationshipbetweenfluctuationsin vigilanceperformanceand
electrocorticalactivity. Ourhypotheseswerethatthe levelof difficultyof ataskwoulddifferentially
consumeattentionalresources(Wickens,1994)and,in turn, significantlyimpairoperatorvigilance
performance(e.g.,abilityto monitor).Participantsperformedavigilance-typetaskfor40-minwhiletheir
EEGandperformancedatawasgathered,andthetaskrequiredresponsesto events(30or 60eventrate)
with1criticaleventperminute.TheresultsevincedasignificantNI-P2relationshipto task-irrelevant
tones(Figure1;Makeig& Inlow,1992),reactiontime(RT),andA' significantlydiscriminatedbetween
taskdifficulty(seeTable1). TherewasalsoasignificantincreaseinTask-UnrelatedThoughts(TUTs)as
time-on-taskincreased.AnanalysisoftheabsoluteEEGindicesforpre-andpost-TUTsdidnotyieldany
significantdifferences.However,EEG indicesof arousal(e.g.,beta/(alpha+theta))demonstrated
significantdifferencesfor allparietallobesites(Pz,P3,andP4). Thefindingsof thestudysuggestthat
daydreamingand/orTUTsisreflectedin theEEGin termsof ratiosof powerinbeta,alpha,andtheta
bandwidths.

Table 1: Mean Performance Across Periods

Proportion of Hits 0.94 (.08) 0.84 (.01) 0.77 (.03) 0.76(.06)

Response Time to Hits 836.8 (141) 955.6 (164) 990.9 (170) 990.9 (170)

Perceptual Sensitivity (A') 0.951 (.03) 0.923 (.04) 0.916 (.04) 0.909 (.05)

Response Criterion (B") -0.43 (.78) 0.22 (.76) 0.36 (.69) 0.18 (.85)

Number of TUTs 6.5 (5.6) 10.4 (11.3) 10.5 (10.7) 10.9 (11.8)
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Figure1.ERPwaveformforIrrelevant,Odd-BallTones(Pz& Cz)

NeuralNetworkEEG Mental Workload Classification. Research has been conducted to

investigate the ability of the neural network to classify levels of cognitive workload using EEG band

activity and neural networks. Five subjects (three males and two females) were asked to perform tasks

from the Multi-Attribute Task Battery (MATb). A Physiological Factors team member, Dr. Raymond

Comstock of Langley Research Center, developed the MATb which provides a benchmark set of tasks for

use in a wide range of laboratory studies of operator performance and workload (Arnegard & Comstock,

1991; Figure 2). Each subject experienced two combinations of workload (either low, medium, or high)

with baseline data collected prior and subsequently to the six experimental trials. Six channels of EEG

data were recorded at a sampling rate of 100 Hz at electrode sites: C3, Cz, C4, P3, Pz, and P4. All

eyeblinks and other artifacts (e.g., EMG) were removed prior to data analysis.
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Figure2.TheMulti-AttributeTaskBattery(MATb)

In ten-secondsegments,eachsignalwasbandpassfilteredusingabankof idealfiltersto producefive
bandsof EEG:delta(DC-3Hz),theta(4-7Hz),alpha(8-12Hz),beta(13-30Hz),andultra-beta(31-
42Hz). Datawasoverlappedusingan80%overlapmovingwindow. Logpowerof thebandswere
calculatedwhichresultedin30featurestobeusedasinputstotheneuralnetwork.Fourminutesof data
wereusedineachtrialworkloadresultinginatotalof462samplesperperson.

A resilientfeed-forwardneuralnetworkwasusedin this study. Adaptivelearningand
momentumwereusedtodecreasethetimerequiredfor trainingthenetwork.Thenetworkarchitecture,
showninFigure3,consistedof threelayers.Theactivationfunctionfor all layerswerelogisticsigmoid
functionsin theformJ(a) = (l+e-a) -1. In order to compute the average classification accuracies, four runs

were completed per subject.
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Figure 3. Neural Network Architecture

The data were segmented into two groups: training (80%) and testing (20%). The exemplars for each

were chosen randomly per subject. The data was normalized between zero and one. Weights and biases

were initialized using the Nguyen-Widrow random generator for logistic sigmoid neurons. The minimum

validation error was the primary stop criterion and was set at a mean-square error of 0.02. This generally

occurred in less than 60 epochs or passes through the data. Batch processing was used. Target vectors of

length three were constructed as follows:

LOW [0.9 0.1 0.1] MEDIUM [0.1 0.9 0.1] and HIGH [0.1 0.1 0.9]

The results of the study showed that the workload conditions were correctly classified at rates

above the 84% on the average. In addition, the classification accuracy across subjects varied less than

10% per subject. Accuracy levels increased only slightly from the first trial of a particular workload to

the second trial of that same workload. Tables 2-4 and Figure 4 present these results. The general

implication of these findings is that a resilient backpropagation neural network based on EEG can be used

to classify high levels of workload and can be applied to the assessment of hazardous states of awareness.

Current research has been focused on the further development of these neural network algorithms and the

use of a wavelet transformation method using multi-resolution analysis of the time-frequency signal of

both the EEG and ECG to be used in adaptive automation system design (see below).
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Tables 2-4. Subject X Workload, Subject X Trial, and Workload X Trial Accuracies
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Figure 4. EgG Band Activity Across Electrode Sites

Hazardous States of Awareness Assessment Using Finger Tremor and EEG Research.

Healthy individuals exhibit a rhythmic physiological tremor that has been studied for at least 100 years.

However, few studies have addressed the tremor\EEG relationship. Spectral analyses of these micro-

tremors from the finger suggest components at approximately 8-15 Hz and 22-28 Hz. In this study, we

sought to determine the relationship between tremor and electrocortical processes and well as the use of

tremor to reflect processing demands. Dr. Bill Ray, of Penn State examined 9 healthy individuals during a
baseline, a mental ath and a relaxation task of 2-minute duration each. Tremor measurements were taken

with a accelerometer attached to the right and the left index finger. EEG measurements were recorded

from 15 cortical sites referenced to linked ears. Horizontal and vertical eye movement was also recorded.

The tremor frequency found in the left and right hands was identical with a peak at approximately 10.5

Hz and 15.5 Hz. During the three tasks the frequency of tremor remained constant with the amplitude

increasing between the mental math and relax task. There was a .2 coherence at 15.5 Hz between the two

hands at baseline which decreased to .11 during relaxation and .02 during mental math suggesting that

tremor may be influenced by different processes during different tasks. EEG frequency at the central sites

showed a peak of 8.2 Hz during tasks resulting in low EEG/tremor coherence. As in previous research

EEG hemispheric differences varied according to task. The work has been applied to the use of the

EEG/tremor relationships index of coguitive/mental workload.

EEG Density Measures of Mental Fatigue. Research was conducted at NASA Ames Research

Center that examined the psychological construct of mental fatigue and the use of a mathematical

application to measure EEG energy density as a potential metric of mental fatigue. Mental fatigue often

poses a serious risk, even when performance is not apparently degraded. When such fatigue is associated

with sustained performance of a single type of cognitive task it may be related to the metabolic energy
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requiredfor sustainedactivationof corticalfieldsspecializedfor thattask. Theobjectiveof thisstudy
wasto adaptEEGto monitorcorticalenergydissipationatafunctionallyspecializedsiteovera long
periodofrepetitiveperformanceofacognitivetask.

Multi-electrodeeventrelatedpotentials(ERPs)werecollectedeveryfifteenminutesas9 subjects
performeda mentalarithmetictask(algebraicsumof four randomlygeneratednegativeor positive
digits). A newproblemwaspresentedona computerscreen0.5secondsaftereachresponse;some
subjectsenduredfor aslongasthreehours.TheERPsweretransformedto showaquantitativemeasure
of scalpelectricalfield energy.Theaverageenergylevelat electrodep3 (neartheleft angulargyrus),
100-300mseclatency,wascomparedoverseriesof ERPs.

Theresultsshowedthat,for mostsubjects,scalpenergydensityat p3graduallyfell overthe
periodof taskperformanceanddramaticallyincreasedjustbeforethesubjectwasunabletocontinuethe
task.Thisneuralresponsecanbesimulatedfor individualsubjectsusingadifferentialequationmodelin
whichit isassumedthatthementalarithmetictaskrequiresacommitmentofmetabolicenergythatwould
otherwisebeusedforbrainactivitiesthataretemporarilyneglected.Theircumulativeneglecteventually
requiresareallocationofenergyawayfromthementalarithmetictask.

Thisresearchdemonstratesamethodfor studyingcognitivefatigue,independentof thesubject's
manifestperformance.It alsosuggeststhatscalpenergydensityEEGdatamayreflectchangesincortical
metabolicenergydistributions,similarto PETandotherscanningmethods.Therearetwointriguing
aspectsof theseresults.Firstof all, theysuggestthatthisapproachto monitoringmentalfatiguemay
havepracticaluse.If oneweretofollowtherulethatataskshouldbeterminatedassoonasanunusually
strongpeakof energydensityappearsatelectrodesitep3,thatrulewouldhaveavoidedoperatorfailurein
7of the9cases.Thesecondintriguingaspectoftheresultsisthattheyseemtofit aplausiblehypothesis
aboutbrainfunction.Theinitialdownwarddrift inenergydensityatp3,whichcharacterizedfiveof the
subjects,is consistentwiththeassumptionthatotherbrainactivitiesweremakingprogressivelygreater
demandsuponavailablemetabolicenergy.Thesemayhavebeenhomeostasisfunctions.Or theymay
havebeendistractions,notleastof whichwouldhavebeensuchthingsasmusclecrampsandbladder
distention.Thatthedownwarddrift is oscillatorywouldbeconsistentwiththepossibilitythatsomeof
theneglectedbrainfunctionscompetingfor energycouldbeadequatelyservicedbyabriefcommitment
of energy.A periodic'clean-up'ofthissortcanbecomparedto suchhouseholdchoresastakingoutthe
garbageormowingthelawn.

Therearetwo implicationsof this research.Oneis the valueof energydensityERPsin
psychophysiologicalresearch,especiallyinwhatmightbecalledcognitive"ergodynamics."Theotheris
theimportance,for futureresearch,of thehypothesisthatmentalfatiguecanbestudiedasanaspectof
metabolicenergyresourceallocation.
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Figure 5. Three Subject's Showing Characteristic Energy Density Pattern of Mental Fatigue

Implications of HSAs Research: Development of Countermeasures

NASA has been committed to conducting research into the etiologies of hazardous states of

awareness that has been shown through numerous case studies to be a significant barrier to achieving

NASA's goal of reducing the aircraft accident rate by a factor of 5 within 10 years and a factor of 10

within 20 years. Such a goal is going to require that considerable research be directed at understanding

the underlying causes of why pilot make errors. Furthermore, it is not enough to just identify why pilots

make the errors they do, but to also develop countermeasures that can "catch" them before they are made

or, at the very least, minimize their consequences.

As an example, consider the HSAs of automation-induced complacency. Pilots remark that

upwards of 50% aviation accidents are caused by complacency (Jensen, 1995). Patiky (1991) stated that,

"When diligence and skepticism fade in the glow of self-satisfaction, a pilot is in for a rude awakening."

Wiener and Curry (1982) highlighted the problem in discussing the ever increasing "technology creep"

into modern aviation. As pilots increase in monitoring, supervisory control functions and decrease in

manual control functions, these eminent researchers predicted that the prevalence of boredom, erosion of

competence, and complacency will begin to appear in the literature. That very year, an Air Florida B-737

crashed at Washington (now Reagan) National Airport shortly after takeoff in snow conditions that killed

74 of 79 persons on board. A contributing factor in the accident was the overconfidence in automation

and the reluctance of the first officer to note the engine pressure indicator (EPR) values as anomalous.
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Thenextyear,1983,a B-747asdestroyedby air-to-airmissileasit venturedintoRussianairspace
becausetheflightcrewinadvertentlylefttheautopilotin headingmoderatherthan1NSmode.In 1984,a
DC-10crashedatJ.K.KennedyAirportbecauseof theflightcrewsdisregardforpublishedproceduresfor
monitoringandcontrollingairspeedduringthefinalapproach,overrelianceonautothrottlespeedcontrol
system(whichhasahistoryofmalfunctions),andcognitiveoverheadassociatedwithexecutingamissed
approach.TheNationalTransportationSafetyBoard(NTSB)notedthat"performancewaseither
aberrantor representsa tendencyfor thecrewto becomplacentandover-relyonautomatedsystems"
(NTSB,1984).TheNTSBdiscussedtheproblemof overrelianceandcomplacencyonautomatedsystems
atlengthin thereport.Nevertheless,despiteagrowingawarenessin theindustry,accidentssuchasthese
havegoneunabatedandonecancontinuethetimelineonwardsto presentdayandseethateveryyear
showssignsthatautomation-inducedcomplacency,asdootherHSAs,continuestobeamajorissuefor
aviationsafety.So,whatcanbedone?

A sampleofhumanfactorsexpertsandresearchconductedin theareaof aerospacehasidentified
thattherearethreefocusareasthatcanhaveadramaticimpactonreducingtheincidenceofHSAsin the
aviationdomain:Selectionandindividualdifferencevariates,training,andautomationdesign.Beloware
descriptionsof thesefocusarea,whichthenfollowwithdetailedresearchconductedatNASALangley
ResearchCenterandcolleaguesoutsidethecentertoaddressshortcomingswithintheseareas.

AutomationRedesign.Thecurrentapproachto automationhasbeen"technology-centered"
ratherthan"human-centered"(Billings,1997).Satchell(1998)hasstatedthattheoutcomeof thishas
beenthatfeedbackhaslaggedbehindautonomyandauthority,comprehensibilityhaslaggedbehind
dependabilityandflexibility,andcreativityhaslaggedbehindconformityandritual. Human-centered
automationdesignattemptstoincreasethe"sharingof purposebyhumansandmachines"(Palmeretal.,
1993)andseekstomitigatethe"peripheralization"thathascomeaboutasaresultoftechnology-centered
automationdesign.Peripheralizationhascometo be the"catch-all"for problemson theflightdeck
includinglossof situationawareness,complacency,miscommunicationandintentinferencing,primary-
secondarytaskinversion,automationdeficits,boredom-panicsyndrome,cocooning.Satchell(1998)
notesthatthecurrenttrendto"fix" theproblemisunwiseasamorefundamentalrethinkingisnecessary
ofthehuman-automationinterface.

A trendin thisdirectionis a newform of automationanda reconceptualizationof levelsof
automationandautomationmanagementsharing(Sheridan,Parasurman,& Wickens,2000).Fitts(1951)
putforwardthetaskallocation"list" thatdichotomizedwhatmachinesandwhathumansaregoodat
doing.Today,thethinkinghaschangedconsiderablyasnumerousaccidentsontheflightdeckpointthat
thetraditionalfunctionallocationschemenolongerworksin today'ssupervisorycontrolenvironment.
Thecollectivedisquiethasgrownlouderandlouderwithmoreandmoreaccidentsbeingcausedbypoor
human-automationmix. Therefore,"adaptiveautomation"hasbeentoutedasa remediationto these
concernsandanattemptedendorsementof anautomationphilosophythatis"human-centered".Thereare
anumberof waysof lookingat typesof human-machinesharingandtheyrangefromdirect,manual
controlto autonomousoperation.However,thesedistinctionshavebeencriticizedasbeingtoosubtleand
simplisticanddonotretainthetruehuman-machinetapestryof sharedcontrol(Tenneyet al., 1995).
Adaptiveautomationseeksto blurthesedistinctionsevenfurther.In adaptiveautomation,thelevelor
modeof automationcanbemodifiedorchangedin real-timetoaccountfor changesin levelsof operator
workload.Thekeyto automationisthatboththehumanandthemachinesharecontroloverthestateof
automationand,therefore,theaircraft.Thenotionof sharedcontrolisnotnewastheA-320fly-by-wire
aircrafthassharedcontrolof allnormalflightcontrolmodes.However,the"sharedcontrol"oftheA-320
actsmoreasan "invisiblehand"thatenactscontrollawsor forcingfunctionsif pilot inputexceeds
performanceenvelopes.Adaptiveautomationis differentthanthis in thatthe"intelligence"of the
automationisableto determinetaskloadlevelsandmakemodificationstothetaskallocationmix inorder
to keepthepilot"in-the-loop."Thenetoutcomeis positedto bethatpilotswill remainengagedand
attentiveandwon'tsuccumbtothehazardousstatesof awarenessassociatedwithtraditionalautomation.
Still,many(Scerbo,1996,Woods,1996)havevoicedconcernsoverautomationandtheneedto research
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themyriadissuesassociatedwiththerevolutionaryapproachtoimprovinghuman-automationinteraction
acrosstheelementsoftheairspacesystem.

Individual DifferenceVariate Research.Onepotentialareais to betterexaminehow
personalitycharacteristicscaninfluencethetendencytotrustandover-relyonautomation.Selectionhas
comealongwaysincetheWrightBrotherdecidedwhowouldbefirsttofly byflippingacoin.Thereare
anumberof selectionbatteries,test,andinstrumentsthatattemptto selectthosemenandwomenbest
suitedfor thedemandsof aviation. Selectionis importantandcost-effective.ConsiderthatUSAF
trainingcancostupwardsof 1milliondollarsandthereiscurrentlya30%dropoutrate(Siem,Carretta,&
Mercatante,1988).Furtherconsiderthatthelossof amodemcommercialtransportaircraftcanbeover
100million not includingthehumancostsof losinganaverageof 200-400passengers.Therefore,
developingmoresophisticatedselectiontestscouldmakefor a muchbettersafetyandeconomical
bottom-line.

RipponandManuel(1981)describedthepilotasahigh-spiritedpersonwho"... seldomtakeshis
workseriouslybut looksupon'Hun-strafing'asa greatgame..."andreturnsaftera dayof flyingto
drink,dance,playmusic,andcards.The"fly bytheseatof yourpants"pilotwasnecessaryanddesirable
duringWWIandWWII. Themodempilot,however,requiresamuchdifferentpersonthatisa "team-
player."Theselectionof pilotshasutilizedmanydifferentmethodsinorderto selectthat"rightkindof
person."However,todate,it isstill notknowjustwhatthatis. Houston(1988)statedthatpersonality
measuresmaymakethemostsignificantcontributionto thepredictionof post-trainingperformance.
HunterandBurke(1995),however,statedthat"...clearlymuchadditionalresearchisneededin thisarea
to clarify the role of personalityandits measurement...."Althoughtherearea numberof useful
personalityinstrumentsfor aviatorselection,manyof thememploytraditionalmeasuresof personality
includingtheMMPI,State-TraitAnxietyInventory,TAT,andtheRorschach.Thosethatarespecifically
tailoredtowardaviation(e.g.,theCockpitManagementAttitudesQuestionnaire;Chidester,Helmreich,
Gregorich,& Geis,1991)do not focuson how pilots maymakedecisionsin highlyautomated
environments.Therefore,giventheincreasingautomationtechnologiesthatareandwill continuetobe
partof thecockpitandairspacesystemgenerally,scalesshouldbedevelopedto assessandmeasurethe
personalitycharacteristicsmostsuitedforhuman-automationinteractioninsupervisorycontrolsituations.

Training.Relatedtothis,mostselectionhastakenplacein themilitaryaviationdomainandthe
growingreductioninmilitarypilotshasincreasinglyledto ab initio training. Ab initio training is training

for pilots from the very beginning rather than beginning commercial aviation training after logging x

(hundreds) number of general aviation hours. Therefore, although Hunter and Burke (1995) stated that

personality instruments may predict little for ab initio training performance, the impact of training ab

initio pilots to safeguard against overreliance on automation is another promising approach to combat

automation-induced complacency. Furthermore, repetition and experience are some of the greatest

dangers to vigilance in the cockpit, such as the case of the very common complacent error of inadvertent

wheels-up landings. It is so prevalent that pilots often say about it, "There are those that have and there

are those that will." Recurrent training, such line-oriented-flight-training (LOFT), can be beneficial to

help curb some of these "schema-driven" behaviors that can encourage the introduction of HSAs.

ADAPTIVE AUTOMATION

These disadvantages of automation have resulted in increased interest in advanced automation

concepts. One of these concepts is automation that is dynamic or adaptive in nature (Hancock &

Chignell, 1987; Morrison, Gluckman, & Deaton, 1991; Rouse, 1977; 1988). In adaptive automation,

control of tasks can be passed back and forth between the operator and automated systems in response to

the changing task demands. Consequently, this allows for the restructuring of the task environment based
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upon(a)whatisautomated,(b)whenit shouldbeautomated,and(c)howit shouldbeautomated(Rouse,
1988;Scerbo,1996).Rouse(1988)describedthecriteriaforadaptiveaidingsystems:

Thelevelof aiding,aswellasthewaysinwhichhumanandaidinteract,shouldchange
astaskdemandsvary. Morespecifically,thelevelof aidingshouldincreaseastask
demandsbecomesuchthat humanperformancewill unacceptablydegradewithout
aiding.Further,thewaysin whichhumanandaidinteractshouldbecomeincreasingly
streamlinedastaskdemandsincrease.Finally,it isquitelikelythatvariationsin levelof
aidingandmodesof interactionwill haveto beinitiatedby theaidratherthanby the
humanwhoseexcesstaskdemandshavecreatedasituationrequiringaiding.Theterm
adaptive aiding is used to denote aiding concepts that meet [these] requirements (p.432).

Adaptive aiding attempts to optimize the allocation of tasks by creating a mechanism for determining

when tasks need to be automated (Morrison & Gluckman, 1994). In adaptive automation, the level or
mode of automation can be modified in real-time. Further, unlike traditional forms of automation, both

the system and the operator share control over changes in the state of automation (Scerbo, 1994; 1996).

Parasuraman, Bahri, Deaton, Morrison, and Barnes (1992) have argued that adaptive automation

represents the optimal coupling of the level of operator workload to the level of automation in the tasks.

Thus, adaptive automation invokes automation only when task demands exceed the operator capabilities

to perform the task(s) successfully. Otherwise, the operator retains manual control of the system

functions. Although concerns have been raised about the dangers of adaptive automation (Billings &

Woods, 1994; Wiener, 1989), it promises to regulate workload, bolster situational awareness, enhance

vigilance, maintain manual skill levels, increase task involvement, and generally improve operator

performance (Endsley, 1996; Parasuraman et al., 1992; Parasuraman, Mouloua, & Molloy, 1996; Scerbo,

1994, 1996; Singh, Molloy, & Parasuraman, 1993).

Research on Adaptive Technology

During the 1970s, research on adaptive automation grew out of work in artificial intelligence.

The direction of this effort was focused on developing the adaptive aids necessary to help determine

human-automation task allocation between humans and on-board computers (Rouse, 1976; 1977). One

program to emerge from this line of research was the Pilot's Associate; it was a joint effort among the

Defense Advanced Research Projects Agency (DARPA), Lockheed Aeronautical Systems Company,

McDonnell Aircraft Company, and the Wright Research and Development Center. The program sought to

develop an "assistant" that could help provide the information necessary in an appropriate format to

"assist" the pilot when they needed assistance. This was supplied through a network of cooperative

knowledge-based subsystems that could monitor and assess events and then formulate plans to respond to

problems (Hammer & Small, 1995). The work begun under the Pilot's Associate program was continued

by the U.S. Army though the Rotorcraft Pilot's Associate (RPA) program (Colucci, 1995). The RPA

program had similar goals as the Pilot Associate program in developing an intelligent "crew member" for

the next generation of attack helicopters.

Recent research has continued the impressive work begun by the PA and RPA programs. Inagaki

and his colleagues (1999, 2000) have explored the use of adaptive automation in managing go/no-go

decisions during take-offs in commercial aircraft. The importance of this work is clear as the NTSB

(1990) reported that pilots do not always make the correct decision under these circumstances. Inagaki,

Takae and Moray (1999) have shown mathematically that the optimal approach to this problem is not one

where the human pilot or the automation maintains full control over this decision. Rather, the best

decisions are made when there is "shared control" over the decision-making process and this decision is

made based upon critical factors such as actual airspeed, desired airspeed, the reliability of warnings, pilot
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responsetime,etc.Inagakietal. (1999)reportedfewererrorsweremadewhencontroloverthedecisions
wastradedbetweenhumansandtheautomation

Anotherexampleof appliedresearchin theareaof adaptiveautomationconcernstheever-present
problemof ControlledFlightIntotheTerrain(CFIT)thatis oneof theleadingcategoriesof accidentsin
commercialandmilitaryaviation(Khatwa& Roelen,1996).A systemiscurrentlybeingtested,calledthe
GroundCollision-AvoidanceSystem(GCAS),for theF-16Dthatmakesoptimaldeterminationsfor
terrainavoidance(Scott,1999).Thesystemprovidesa5-secwarningto thepilotthatterrainis present
andthreatenstheaircraft(similarto GPWSwarnings).If thepilotdoesn'tengageavoidancemaneuvers
withinacertaintimeffame,theGCASpresentsanaudio"fly up"warningandtheGCAStakescontrolof
theaircraft.Oncethesystemhasmaneuveredtheaircraftsafelyaroundtheterrain,thesystemsprovides
amessage"Yougotit" andreturnscontrolof theaircraftto thepilot.Testpilotsacknowledgedtherapid
interventionof thesystemand,whengiventheauthorityto overrideGCAS,eventuallyconcededcontrol
totheadaptivesystem.

AdaptiveStrategies.Likemuchof technology,thetechnicalpotentialis availablebutmustbe
consideredin termsof whetherthetechnologyshouldandoughtto be implemented.Morrisonand
Gluckman(1994)reportedonsomeearlyresearchthatattemptedtounderstandthedynamicsof adaptive
automationandhowit shouldbestbeimplemented.Strategiesforinvokingautomationwerebasedupon
twoprimaryfactors:howtheymaybechangedandwhatshouldbethe"trigger"for makingthechange.
RouseandRouse(1983),concerningthefirstpoint,describedthreedifferentwaysin whichautomation
couldassisttheoperator:1.Wholetaskscouldbeallocatedto eitherthesystemor theoperatorto
perform,2. specifictask(s)couldbepartitionedordividedsothatthesystemandoperatoreachshare
responsibility,or3.task(s)couldbechangedintoadifferentformatormodalitysoastomanipulatethe
cognitivedemandsrequiredto completethetask.Regardingthesecondpoint,anumberof methodsfor
adaptiveautomationhavebeenproposed.Parasuramanandhiscolleagues(1992)reviewedthemajor
techniquesandfoundthattheyfell into five maincategories:criticalenvironmentalevents,operator
performancemeasurement,operatormodeling,physiologicalassessment,andhybridmethods.Recent
researchhasbeenfocusedon thedevelopmentof physiologicalassessmentandhybridmethods(e.g.,
performance,operatormodels,andpsychophysiology).

Thephysiologicalfactorssubelementhasdevelopedaresearchprogramonadaptiveautomation
basedontheuseof psychophysiologyfor anumberof reasons.A numberof investigatorsin thearea
havenotedthatthebestapproachinvolvestheassessmentof measuresthatindextheoperators'stateof
mentalengagement(Parasuramanetal., 1992;Rouse,1988).Thequestion,however,iswhatshouldbe
the"trigger"for theallocationof functionsbetweentheoperatorandtheautomationsystem.Numerous
researchershavesuggestedthatadaptivesystemsrespondto variationsin operatorworkload(Hancock&
Chignell,1987;1988;Hancock,Chignell& Lowenthal,1985; Humphrey& Kramer,1994;Reising,
1985;Riley,1985;Rouse,1977),andthatmeasuresofworkloadbeusedto initiatechangesin automation
modes.Suchmeasuresincludeprimaryandsecondary-taskmeasures,subjectiveworkloadmeasures,and
physiologicalmeasures.This,of course,presupposesthatlevelsof operatorworkloadcanbespecifiedso
astomakechangesinautomationmodes(Scerbo,1996).Rouse(1977),forexample,proposedasystem
for dynamicallocationof tasksbasedupontheoperator'smomentaryworkloadlevel. Reising(1985)
describedafuturecockpitin whichpilotworkloadstatesarecontinuouslymonitoredandfunctionsare
automaticallyreallocatedbacktotheaircraftif workloadlevelsgettoohighortoolow. However,neither
of theseresearchersprovidedspecificparametersin whichto makeallocationchanges(Parasuraman,
1990).

MorrisonandGluckman(1994),however,did suggestanumberof workloadindicescandidates
thatmaybeusedfor initiatingchangesamonglevelsof automation.Theysuggestedthatadaptive
automationcanbeinvokedthrougha combinationof oneor morereal-timetechnologicalapproaches.
Oneof theseproposedadaptivemechanismsis biopsychometrics.Underthismethod,physiological
signalsthatreflectcentralnervoussystemactivity,andperhapschangesin workload,wouldserveasa
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triggerfor shiftingamongmodesor levelsof automation(Hancock,Chignell,& Lowenthal,1985;
Morrison& Gluckman,1994;Scerbo,1996).

ByrneandParasuraman(1996)discussedthetheoreticalframeworkfor developingadaptive
automationaroundpsychophysiologicalmeasures.Theuseof physiologicalmeasuresin adaptive
systemsis basedontheideathatthereexistsanoptimalstateof engagement(Gaillard,1993;Hockey,
Coles,& Gaillard,1986). Capacityandresourcetheories(Kahneman,1973;Wickens,1984;1992)are
centralto this idea. Thesetheoriespositthatthereexistsa limitedamountof resourcesto drawupon
whenperformingtasks. Theseresourcesarenot directlyobservable,but insteadarehypothetical
constructs.Kahneman(1973)conceptualizedresourcesasbeinglimited,andthatthelimitationis a
functionofthelevelof arousal.Changesinarousalandtheconcomitantchangesin resourcecapacityare
thoughttobecontrolledbyfeedbackfromotherongoingactivities.Anincreasein theactivities(i.e.,task
load)causesariseinarousalandasubsequentdecreaseincapacity.Kahneman'smodelwasderivedfrom
research(Kahnemanet al., 1967,1968,1969)on pupil diameterandtaskdifficulty. Therefore,
physiologicalmeasureshavebeenpositedtoindextheutilizationof cognitiveresources.

Severalbiopsychometricshavebeenshownto besensitiveto changesin operatorworkload
suggestingthemaspotentialcandidatesfor adaptiveautomation.Theseincludeheartratevariability
(Backs,Ryan,& Wilson,1994;Itoh,Hayashi,Tsukui,& Saito,1989;Lindholm& Cheatham,1983;
Lindqvistet al., 1983;Opmeer& Krol, 1973;Sayers,1973;Sekiguchiet al., 1978),EEG(Natani&
Gomer,1981;O'Hanlon& Beatty,1977;Sterman,Schummer,Dushenko,& Smith,1987;Torsvall&
Akerstedt,1987),eyeblinks(Goldstein,Walrath,Stern,& Strock,1985;Sirevaag,Kramer,deJong,&
Mecklinger,1988),pupildiameter(Beatty,1982;1986;1988;Qiyuan,Richer,Wagoner,& Beatty,1985;
Richer& Beatty,1985;1987;Richer,Silverman,& Beatty,1983),electrodermalactivity(Straubeetal.,
1987;Vossel& Rossmann,1984;Wilson,1987;Wilson& Graham,1989)andevent-relatedpotentials
(Defayolle,Dinand,& Gentil,1971;Gomer,1981;Hancock,Chignell,& Lowenthal,1985;Reising,
1985;Rouse,1977;Sem-Jacobson,1981).

Theadvantageto biopsychometricsin adaptivesystemsis thatthemeasurescanbeobtained
continuouslywithlittle intrusion(Eggemeier,1988;Kramer,1991;Wilson& Eggemeier,1991).Also,
becausebehavioris oftenata low levelwhenhumansinteractwithautomatedsystems,it is difficultto
measureresourcecapacitywithperformanceindices.Furthermore,thesemeasureshavebeenfoundto be
diagnosticof multiplelevelsof arousal,attention,andworkload.Therefore,it seemsreasonableto
determinetheefficacyof usingpsychophysiologicalmeasuresto allocatefunctionsin anadaptive
automatedsystem.However,althoughmanyproposalsconcerningtheuseof psychophysiological
measuresin adaptivesystemshavebeenadvanced,notmuchresearchhasactuallybeenreported(Byrne
& Parasuraman,1996).Nonetheless,manyresearchershavesuggestedthat perhapsthetwo most
promisingpsychophysiologicalindicesforadaptiveautomationaretheelectroencephalogram(EEG)and
event-relatedpotential(ERP)(Byrne& Parasurman,1996;Kramer,Trejo,& Humphrey,1996;Morrison
& Gluckman,1994;Parasuraman,1990;Scerbo,1996).In additiontoheart-ratemetrics(e.g.,heart-rate
interbeatintervalandvariability)thatarethefocusoffiscalyear2001-2002research;therehasbeenother
significantamountsofresearchexaminingtheuseofEEGandERPsforadaptiveautomationdesign.

Electroencephalogram

To provide some background, the following short section details the physiological basis of the

EEG and gives an abbreviated description of research that has shown its promise in mental workload

assessment. For more information on EEG and adaptive automation, the interested reader is pointed to a

NASA publication that was a collaborative effort between NASA Langley Research Center, Old

Dominion University, and Catholic University, that examined the use of these measures for adaptive

automation design (Scerbo et al., 2001).
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Physiological Basis. The EEG derives from activity in neural tissue located in the cerebral

cortex, but the precise origin of the EEG, what it represents, and the functions that it serves are not

presently known. Current theory suggests that the EEG originates from post synaptic potentials rather

than action potentials. Thus, the EEG is postulated to result primarily from the subthreshold post-

synaptic potentials that may summate and reflect stimulus intensity instead of firing in an all-or-none

fashion (Gale & Edwards, 1983).

Description of the EEG. The EEG consists of a spectrum of frequencies between 0.5 Hz to 35

Hz (Surwillo, 1990). Delta waves are large amplitude, low frequency waveforms that typically range

between 0.5 and 3.5 Hz in frequency, in the range of 20 to 200 uV (Andreassi, 1995). Theta waves are a

relatively uncommon type of brain rhythm that occurs between 4 and 7 Hz at an amplitude ranging from

20 to 100 uV. Alpha waves occur between 8 and 13 Hz at a magnitude of 20 to 60 uV. Finally, beta

waves are an irregular waveform at a frequency of 14 to 30 Hz at an amplitude of about 2 to 20 uV

(Andreassi, 1995). An alert person performing a very demanding task tends to exhibit predominately low

amplitude, high Hz waveforms (beta activity). An awake, but less alert person shows a higher amplitude,

slower frequency of activity (alpha activity). With drowsiness, theta waves predominate and in the early

cycles of deep slow wave sleep, delta waves are evident in the EEG waveform. The generalized effect of

stress, activation or attention is a shift towards the faster frequencies, lower amplitudes with an abrupt

blocking of alpha activity (Horst, 1987).

Laboratory Studies. Gale (1987) found that there exists an inverse relationship between alpha

power and task difficulty. Other studies have also demonstrated the sensitivity of alpha waves to

variations in workload associated with task performance. Natani and Gomer (1981) found decreased

alpha and theta power when high workload conditions were introduced to pilots during pitch and roll

disturbances in flight. Sterman, Schummer, Dushenko, and Smith (1987) conducted a series of aircraft

and flight simulation experiments in which they also demonstrated decreased alpha power and tracking

performance in flight with increasing task difficulty.

Numerous studies have also demonstrated that theta may be sensitive to increases in mental

workload. Subjects have been trained to produce EEG theta patterns to regulate degrees of attention

(Beatty, Greenberg, Diebler, & O'Hanlon, 1974; Beatty & O'Hanlon, 1979; O'Hanlon & Beatty, 1979;

O'Hanlon, Royal, & Beatty, 1977). In particular, Beatty and O'Hanlon (1979) found that both college
students and trained radar operators, who had been taught to suppress theta activity performed better than

controls on a vigilance task. Though theta regulation has been shown to affect attention, the magnitude

of the effect is often small (Alluisi, Coates, & Morgan, 1977). More recent research, however, has

demonstrated its utility in assessing mental workload. Both Natani and Gomer (1981) and Sirevaag,

Kramer, deJong, and Mecklinger (1988) found decreases in theta activity as task difficulty increased and

during transitions from single to multiple tasks, respectively.

Field Research. More recent research has demonstrated the utility of EEG in assessing mental

workload in the operational environment. Sterman et al. (1993) evaluated EEG data obtained from 15 Air

Force pilots during air refueling and landing exercises performed in an advanced technology aircraft

simulator. They found a progressive suppression of 8-12 Hz activity (alpha waves) at medial (Pz) and

right parietal (P4) sites with increasing amounts of workload. Additionally, a significant decrease in the

total EEG power (progressive engagement) was found at P4 during the aircraft turning condition for the

air refueling task (the most difficult flight maneuver). This confirmed other research that found alpha

rhythm suppression as a function of increased mental workload (e.g., Ray & Cole, 1985).

The Biocybernetic System

The Crew Hazards & Error Management (CHEM) group, that is now the team of the

physiological factors element of Physiological / Psychological Stressors and Factors program at NASA

Langley Research Center, had developed a biocybernetic closed-loop system for the investigation of
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physiologicalmeasuresforadaptiveautomation.Pope,Bogart,andBartolome(1995)firstreportedonthe
systemandisoneof thefewstudiesexaminingtheutilityof EEGfor adaptiveautomationtechnology.
Theseresearchersdevelopedanadaptivesystemthatusesa closed-loopmethodto adjustmodesof
automationbaseduponchangesin theoperator'sEEGpatterns.Theclosed-loopmethodwasdeveloped
to determineoptimaltaskallocationusinganEEG-basedindexof engagementor arousal.Thesystem
usesa biocyberneticloopthatis formedby changinglevelsof automationin responseto changing
taskloaddemands.Thesechangesweremadebaseduponaninverserelationshipbetweenthelevelof
automationin thetasksetandthelevelofpilotworkload.

Thelevelof automationin atasksetcouldbesuchthatall,none,orasubsetof thetaskscouldbe
automated.Thetaskmix is modifiedin realtimeaccordingto operator'slevelof engagement.The
systemassignsadditionaltasksto theoperatorwhentheEEGreflectsareductionin tasksetengagement.
Ontheotherhand,whentheEEGindicatesanincreaseinmentalworkload,ataskorsetof tasksmaybe
automated,reducingthedemandsontheoperator.Thus,thefeedbacksystemshouldeventuallyreacha
steady-stateconditioninwhichneithersustainedrisesnorsustaineddeclinesin theEEGareobserved.
Figure6presentsagraphicofthesystem.
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Figure 6. The Biocybernetic Closed-Loop System

One issue for the biocybernetic system concerns the nature of the EEG signal used to drive

changes in task mode. We argued that differences in task demand elicit different degrees of mental

engagement that could be measured through the use of EEG-based engagement indices. These

researchers tested several candidate indices of engagement derived from EEG power bands (alpha, beta,

& theta). These indices of engagement were derived from recent research in vigilance and attention

(Davidson, 1988; Davidson et al., 1990; Lubar, 1991; Offenloch & Zahner, 1990; Streitberg, Rohmel,

Herrmann, & Kubicki, 1987). For example, Davidson et al. (1990) argued that alpha power and beta
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powerarenegativelycorrelatedwitheachotherto differentlevelsof arousal.Therefore,thesepower
bandscanbecoupledtoprovideanindexof arousal.Forexample,Lubar(1991)foundthatthebandratio
ofbeta/thetawasabletodiscriminatebetweennormalchildrenandthosewithattentiondeficitdisorder.

Wehavereasonedthattheusefulnessof a taskengagementindexwouldbedeterminedby a
demonstratedfunctionalrelationshipbetweenthecandidateindexandtaskoperatingmodes(i.e.,manual
versusautomatic)in theclosed-loopconfiguration.Wehaveusedbothpositiveandnegativefeedback
controlsto testcandidateindicesof engagementbecauseeachshouldimpactsystemfunctioningin the
oppositeway,anda goodindexshouldbeableto discriminatebetweenthem. Forexample,under
negativefeedbackconditions,thelevelof automationin thetaskswaslowered(i.e.,automated)whenthe
EEGindexreflectedincreasingengagement.Ontheotherhand,whentheEEGreflectedincreasesin task
demands,automationlevelswereincreased.Taskchangesweremadein theoppositedirectionunder
positivefeedbackconditions;thatis,thelevelof automationin thetaskswasmaintainedwhentheEEG
engagementindexreflectedincreasingtaskdemands.If therewasafunctionalrelationshipbetweenan
indexandtaskmode,theindexshoulddemonstratestableshort-cycleoscillationundernegativefeedback
andlongerandmorevariableperiodsof oscillationunderpositivefeedback.Thestrengthof the
relationshipwouldbereflectedin thedegreeof contrastbetweenthebehaviorof theindexunderthetwo
feedbackcontingencies.

Our original findingswerethat that the closed-loopsystemwascapableof regulating
participants'engagementlevelsbasedupontheirEEGactivity. Theindexbeta/(alpha+theta)possessed
thebestresponsivenessfor discriminatingbetweenthepositiveandnegativefeedbackconditions(see
Figure7). Theconclusionwasbasedupontheincreasedtaskallocationsin thenegativefeedback
conditionwitnessedunderthisindexthanundereitherthebeta/alphaoralpha/alphaindexes.Theseresults
weretakento suggestthat the closed-loopsystemprovidesa meansfor evaluatingthe useof
psychophysiologicalmeasuresforadaptingautomation.

+lliiiii
i

+'i ......... ................................................................................

Figure 7. The Run Distributions for each Candidate Index.
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The system operates with a moving window procedure in which the EEG is recorded for 40

seconds to determine the initial value of the engagement index. The window is advanced 2 seconds and a

new average is derived. Originally, we argued that an increase in the slope of two consecutive values of

the index reflects an increase in engagement (i.e., increasing slope), and a decreasing slope reflected a

decrease in engagement.

Later studies have expanded on the original studies and have focused on the performance

outcomes of using the biocybernetic system to control automation task allocation. After all, adaptive

automation has the intended benefits of improving pilot performance, lowering workload, and improving

situation awareness. The original studies did not focus on the performance or physiological data since the

intention was to demonstrate feedforward state contingent behavior of the EEG engagement indices.

Follow-up studies, however, examined the use of the indices across a large number of subjects and

examined the association of the index behavior with performance, workload, and psychophysiological

data. As an example, a study was conducted, under the physiological factors element, which examined

system operation with the indices of 1/alpha, beta/alpha, and beta/(alpha+theta) gathered from Cz, Pz, P3,

and P4. Furthermore, performance was assessed based on root-mean-squared-error (RMSE) of the

tracking scores.

Figure 8. Research on Adaptive Automation at NASA Langley Research Center

As in our first studies, there was a main effect for feedback condition, F(1,15) = 7.34, 12< .02

with more task allocations under the negative feedback condition than under the positive feedback

condition. Furthermore, there were more task allocations made under the beta/(alpha+theta) index than

the other two EEG engagement indices and the interaction, F(2,15) = 5.25, 12< .02 showed that these task

allocations were confined to the negative feedback condition as hypothesized. This finding supported our

previous results in helping to valid system operation according to cybernetic feedback contingencies.
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Additionally,participantshadlowerRMSEscoresunderthenegativefeedbackcondition,F(1,15)=
25.02,12< .001andtheEEGdiscriminatedfeedbackcontingencyandautomationmode(seeTable5).

Table5.MeanValuesofEEGEngagementIndex(beta/alpha+theta)forTaskModeandFeedback
Conditions

TaskMode

Automated Manual

NegativeFeedback 31 21
PositiveFeedback 20 30

Collectively,withothersimilarstudies,theresultshelpto validatetheoperationof thebiocybernetic
systemandtodemonstratethatnegativefeedbackcontrolof automationmodebasedonEEGengagement
indexcansignificantlyimproveperformanceandincreasetaskengagement.

WORKLOAD

A second series of studies were conducted to examine the effect that system operation has on

operator workload. The experiments used a similar system to examine the effectiveness of the EEG

engagement index, beta / (alpha+theta), to produce expected feedback control behavior. Thus, the value

of the index was expected to oscillate in a more regular and stable pattern under negative feedback than

under positive feedback. Consequently, more task allocations were expected under negative feedback

than under positive feedback. Furthermore, our past results were generated using only a single

compensatory tracking task. Therefore, the objective of these studies were to examine system operation

under both single- and multiple-task conditions. Multiple Resource Theory (Wickens, 1984, 1992) posits

that performance on a task that is performed in conjunction with other tasks should be poorer than

performance on a task performed alone because of competition for cognitive resources (if they compete

for the same resources). For example, Parasuraman, Molloy, and Singh (1993) asked participants to

perform either a system monitoring task (single task condition) or a system monitoring, compensatory

tracking, and a resource management task (multiple task condition). Participants missed fewer critical

signals while performing the system-monitoring task alone than when performing all the tasks

concurrently. Results such as these are not limited to monitoring tasks. For example, Arnegard (1991)

found that the combination of these same tasks resulted in significant increases in workload compared to

only the compensatory tracking task. The results of these studies suggest that multiple task conditions

produce higher levels of workload and can lead to decreases in performance.

Automation-induced performance decrements in multiple task performance may stem from

changes in the processing strategies that participants use to devote cognitive resources to the different

tasks. A number of researchers have stated that operators may become complacent as they gain more

experience with automation leading to an increase in trust and reliance on automation (Riley, 1994; Singh

et al., 1993). Such shifts in strategy do not provide adequate processing resources for the maintenance of

automated tasks. It has been suggested that adaptive systems, however, are less susceptible to

automation-induced performance decrements because of the regulation of workload and maintenance of

operator engagement (Hancock & Chignell, 1988; Scerbo, 1996). The closed-loop system was designed

to moderate workload by reducing task demands when levels of workload increase. Accordingly, we

expected that the biocybernetic system would make more task allocations under the multiple task

condition to compensate for the increased fluctuations in task load that would accompany the operation of

multiple tasks, each with their own unique demand schedules. Furthermore, performance under the
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multipletaskconditionwaspredictedto besignificantlybetterforparticipantswhoperformedthesetasks
undertheclosed-loopsystemthana controlgroupwhoperformedthesetaskswithoutthebenefitof
adaptivetaskallocation.

As anexampleof oneof theseresearchstudies,weasked40participantsto performeitherthe
trackingtask (singletaskcondition)or the trackingtask, systemmonitoringtask,andresource
managementtask(multipletaskcondition).Thedesignwasa2(feedbackcondition;positiveornegative
feedback)X 2 (taskmode,automaticormanual)X 2 (tasklevel;singleormultipletaskcondition)X 2
(group;experimentalor controlgroup)mixed-subjectsdesign.Thesystemwassimilarto ourprevious
studiesand,therefore,madetaskallocationdecisionbasedonthebehavioroftheEEGengagementindex.
Ourresultssupportedthe conclusionthatthe systemwasableto moderateworkloaddemandsby
regulatingthelevelof human-automationmixin ordertooptimizeoperatorperformance.Participantsdid
significantbetter,F(1,23)= 78.57underthenegativefeedbackconditionoverallandthatparticipants,that
weresubjectedto adaptivetaskallocation,didsignificantlybetterthanthecontrolgroup(whoreceived
staticautomation),F(1A7)= 4.049,12< .05.Moreover,theseparticipantsratedsubjectiveworkload,from
theNASA-TLX,to besignificantlylower,F(1,23)= 46.05,12<.001.Suchresultspointthatthesystem
doesindeedmoderateworkloadandtaskengagementby demonstratingsignificantimprovementsin
subjectperformanceandreportedworkloadevenunderconditionsofhighworkload.

Table 6. Mean Values for Dependent Physiological Measures
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Research on Enhancements to Biocybernetic System

Research has been conducted, under the physiological factors element, to examine various

parameters of the biocybernetic system to better able the regulation of pilot engagement and workload

through the use of adaptive task allocation. The earlier version of the system used a moving window that

calculates a slope that reflects increasing or decreasing engagement. Studies were run to see the impact of

changing how the system made task allocation decisions and these focused on changing aspects of the

moving window derivation of the EEG engagement index. The first of these studies is provided through

the example below that was conducted to calculate the optimal window size for deriving the EEG

engagement index. Afterwards, a second example study is presented that focused on a new derivation

procedure that relies on an absolute method of calculating the EEG engagement index based on baseline
mean and standard deviation statistics.

Moving Window Size. The present study varied the length of the EEG window used to drive the

system. The system computes an EEG index every 2 seconds (one epoch) and the derived arousal index

was updated using either a sliding 4 second window (2 epochs) or using a sliding 20 second window (10

epochs). The smaller window was expected to produce a more responsive system (more task allocations or

switches). A system that is more responsive to operator arousal is expected to produce better performance.
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Thesubjectswere14undergraduatestudents(males& females)betweentheagesof 18and50.The
MultipleAttributeTaskBatterywasused.In thisstudythesubjectsperformedthecompensatorytracking
taskandthemonitoringtaskof theMAT,butonly thetrackingtaskwascontrolledby theadaptive
automationsystem.

Subjectswererununderboththe2and10epochwindows(4and20seconds)andunderpositive
andnegativefeedbackconditions.Uponarrivingatthelaboratoryeachsubjectwasexplainedthenatureof
thetaskandfittedwith theelectrodecap. Theleft mastoidareawasusedasthereferencewith four
recordingsites(Cz,Pz,P3,andP4).Eachsubjectthenperformedthetrackingtaskfor thefive minute
baseline.Afterthisthefirst oftwo16-minutetrackingsessionsbegan.Halfofthesubjectswererununder
the2epochwindowandhalfunderthe10epochwindow.Each16-minutesessionconsistedofalternating
fourminutepositiveandnegativefeedbackconditions.Aftercompletingthefirstsessionthesubjectswere
givenafiveminuterestandthenreceivedanother5minutebaseline.Theepochconditionforeachsubject
wasreversedforthesecondsession.

Theinitial analysisfor this studyassessedwhetherthesystemwasoperatingcorrectlyand
switchingsubjectson thebasisof thederivedEEG-index.Tothisend,anEpochs(2, 10)X Feedback
(negative,positive)X Task(automatic,manual)analysisof varianceof thearousalindexwasperformed.
Marginalmaineffectsfor FeedbackandTaskwerefound,Fs(1,11)= 4.26and3.87,12<.10,respectively.
Theinteractionof FeedbackandTaskwas significant,F_(1, 11)= 7.90,12<.02.Thepatternof theEEG
indexindicatesthattherewerehigherlevelsof arousalunderpositivefeedbackcoupledwith the manual

condition and the negative feedback coupled with automatic condition. The pattern is repeated in the

significant Feedback X Task X Epoch interaction, _F (1, 11) = 5.66, p<.04. A Tukey Post Hoc analysis of

this interaction indicated that for the short 2 epoch condition there were significant differences between the

manual and automatic indexes for both feedback conditions. A higher index under positive feedback was

found for the manual tracking condition, whereas under the negative feedback condition a higher index

occurred in the automatic condition. For the 10 epoch condition the same pattern occurred with the

exception that the difference under negative feedback was not significant, although there was a trend for a

higher index under the automatic condition. There were no other significant effects in this analysis.

A mixed design Epochs X Feedback analysis of variance was performed on the number of switches.

This analysis yielded a significant main effect for Epoch, F_(1, 10)=40.11,__12<.0001 with more switches
occurring under the shorter 2-epoch condition than the 10-epoch condition (42.4 and 15.9, respectively).

Also, the main effect of Feedback was significant,F(1, 13)=7.28,p<.02, with more switching under the

negative feedback than the positive feedback condition (33.4 and 23.9, respectively).

A similar analysis was conducted on the tracking error as a function of feedback conditions and

epoch levels. This analysis yielded a main effect for Epoch, F(1,12)=10.32, p<.01 with better tracking (less

error) under the 2-epoch than the 10-epoch condition (13.1 and 17.9, respectively). Also, the main effect of

Feedback was significant, F(1, 12) = 14.47, p<.005, with better tracking under the negative feedback

condition (13.5 and 17.5, respectively). The interaction of these conditions was marginally significant, F (1,

12) = 3.21, p<. 10. An exploratory Tukey HSD test on the four means indicated that tracking error under the

negative feedback and the 2 epoch condition was less than all other conditions which were not different
from each other.

The primary finding of this research on an adaptive automation system was that the system

performed as designed and shifted task functions appropriately depending on the operator's state of arousal

and the feedback contingency. Essentially, higher indexes were found under the positive manual and the

negative automatic conditions. The second finding was that the system produced many more task switches

under the negative feedback condition, which is consistent with the notion of keeping the subjects at a stable

level of arousal (Pope, et. al. 1995). Further, the use of a shorter epoch window for deriving the EEG index

resulted in more switching. The critical finding of the study was that tracking performance was better under

both the short epoch window and the negative feedback condition. The value of an adaptive automation

system must be in maintaining or improving performance. These findings indicate that procedures

employed in the present study may be used to evaluate the parameters important to a functional adaptive
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automationsystem.Also,theon-lineassessmentof mentalstateasdefinedbytheEEGindexmaybeused
to maketaskallocationdecisions.Oneavenueof furtherinvestigationshouldbe on therelative
effectivenessof variouscorticalsitesfor thederivedEEG-index.Additionally,weneedto examinethis
systemusingthefull batteryof tasks,varyingwhichtaskarecontrolledbyadaptiveautomation,andusing
muchlongerperformanceperiods.Lastly,it ispossibletousethesystemtodefineindex"steps"andmake
finergradationsin taskallocationsratherthanjustamanual-automaticdichotomy.Withcomplexsystems
thenumberof tasksautomatedandthelevelof automationof eachmaybevariedasa functionof the
EEG-derivedindex.

AbsoluteIndex. Threeexperimentswereconductedto evaluatetheperformanceof thesystem
usinganabsolutecriterionto maketaskallocationdecisions.Theslopemethodusedthesuccessively
derived(every2sec.)engagementindextoestablishtheslopeand,moreimportantly,thesign,positiveor
negative,whichdeterminedthetaskstate,automatedormanual.Underthenegativefeedbackcondition,
thetaskwasswitchedto orremainedin manualmodewhentheindexslopewasdecreasing(negative
slope)andswitchedto orremainedin automaticmodewhentheindexwasincreasing(positiveslope).
Underthepositivefeedbackcondition,thetaskwasswitchedto orremainedin manualmodewhenthe
indexslopewasincreasingandswitchedto or remainedin automaticmodewhenthe indexwas
decreasing.To contrast,theabsolutemethoduseda 5-minbaselineprior to testing,andthemean
engagementindexof thisperiodservedastheengagementindexthresholdfor taskstate,withvalues
aboveandbelowthethresholdcontrollingtheswitches.Underthenegativefeedbackcondition,thetask
wasswitchedtoorremainedinmanualmodewhentheindexwasbelowthebaselineindexandswitched
to or remainedin automaticmodewhentheindexwasabovethebaselineindex. Underthepositive
feedbackcondition,thetaskwasswitchedto orremainedinmanualmodewhentheindexwasabovethe
baselineindexandswitchedto orremainedin automaticmodewhentheindexwasbelowthebaseline.
Comparingtheabsolutemethodtotheslopemethod,therewasasignificanteffectfoundforperformance
withnegativefeedbackproducingsignificantlylesstrackingerrorthanpositivefeedback,t(11)= 2.27,12
< 2.27.However,overallperformancewasbetterusingtheslopemethodof calculationthantheabsolute
methodalthoughtheinteractionwasnotsignificant,12< .05(seeFigure9). Giventheproblemof
individualdifferencesinpsychophysiology,therefore,theuseoftheabsolutemethodwasdeterminetobe
thebetterchoiceandwasadoptedinfuturestudiesemployingtheclosed-loop,biocyberneticsystem.

8'

Switc}_i_g Mc_?_od

Figure 9. Absolute versus Slope Method for EEG Engagement Index
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Supervisory Control Monitoring

The closed-loop system and research conducted on adaptive automation had been focused on

changing the difficulty or task modes of a compensatory tracking task. The task can be classified as a

motor task and we were interested in how the system could benefit other types of sensory and/or cognitive

processes. Therefore, a study was conducted that adaptively changed aspects of a vigilance-type

perceptual task based on whether the subject was engaged in the task or not.

The goal of the study was to determine whether the improvements in tracking performance

observed with a biocybernetic, closed loop system would extend to vigilance performance. Specifically,

an index of engagement was used to change event rates and therefore moderate performance. Two groups

were under different patterns of feedback. Under negative feedback conditions, an increase in engagement

produced a decrease in event rate and lower levels of engagement resulted in an increase in event rate.

The opposite pattern of changes occurred in positive feedback conditions. It was expected that under

negative feedback conditions, that lowering the event rate when engagement levels were high and

increasing event rate when engagement declined would serve to stabilize vigilance performance and

therefore either eliminate or attenuate the decrement. By contrast, positive feedback conditions would

drive event rate and engagement levels to the extremes and therefore result in the expected vigilance
decrement.

Vigilance Studies. One could argue that there might be benefits to the unique pattern of changes

among event rates that would facilitate performance irrespective of the value of the engagement index. 40

participants in negative and positive feedback conditions were yoked to other participants who received

the same patterns of switches between automatic and manual task modes, but whose EEG signals did not

affect the system. Previous research in our lab has found that the experimental subjects in the negative

feedback condition had better tracking performance than their yoked counterparts, and both performed

better than the positive feedback groups. Thus, two additional groups were run in the present study.

These groups were yoked to the negative and positive feedback groups. They received the same exact

patterns of event rate changes as their counterparts in the two conditions described previously, but the

engagement levels derived from their own EEG signals had no effect on the display. These yoked control

groups were included to determine whether an individual's own engagement index-generated pattern or a

pattern generated by another participant were responsible for effects observed in the present study.

The task was a 40-min vigilance task which required participants to monitor the repetitive

presentation of a pair of 3mm (W) X 38mm (H) white lines separated by 25mm. These lines appeared in

the center of the monitor screen. The stimuli were white and were presented on a blue background.

Critical signals (targets) were 2mm taller and occurred once a minute at random intervals. The

participants were required to respond to the presence of the critical signals by pressing the space bar on

the keyboard.

Three different event rates were used (6, 20, and 60 events per minute). All sessions began with a

5-min baseline period with the event rate set at 20. The mean and standard deviation of the engagement

index was derived from the baseline. This value was then used to change the event rate when the index

fell or rose .2 sd or more above the baseline index. For the experimental participants in the negative

feedback condition, the event rate increased to 60 when the engagement index dropped .2 sd below the

baseline value and decreased to 6 when the engagement index rose .2 sd above baseline. Conversely, for

experimental participants in the positive feedback condition the event rate increased to 60 when the

engagement index rose .2 sd above the baseline value and decreased to 6 when the engagement index fell

.2 sd below the baseline value. Each participant in both feedback groups was paired with a yoked-control

participant. These participants received the same pattern of stimulus changes as their experimental

partner. The EEG signals of the yoked-control participants were also recorded; however, in the yoked
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conditionstheengagementindexhadnoeffectonthechangesin thestimuluseventratepresentedto
them.

A 2 Feedback(positive,negative)by2 ControlCondition(experimental,yoked)by 4 Periods
ANOVAof theA' scoresyieldedsignificantmaineffectsfor Feedback,F(1, 36) = 9.23, 12<.004, and

Periods, F(3, 108) = 7.04, 12<.002. These main effects reflect the higher levels of vigilance sensitivity for

the negative feedback condition and the general decline in vigilance over the four periods. The positive

feedback condition produced a clear decline in performance over periods, but there was little change in

the negative feedback condition. Exploratory Tukey HSD comparisons for these two conditions indicated

that the positive feedback vigilance scores were lower on the third and fourth periods compared to the

first period. There were no comparable differences in the negative feedback condition. A comparison

between the conditions indicated that they were equivalent in the first period, but the positive feedback

scores were significantly lower over the final three periods.

Importantly, the main effect for control condition and the accompanying interaction terms

indicated that there were no differences between the yoked groups and their respective experimental

groups. A similar Feedback by Control Conditions by Periods analyses of the B" scores did not yield any

significant findings. There appeared to be no difference in the decision criteria used by the four

experimental groups. A 2 Feedback by 4 Periods ANOVA was performed on the mean event rates

generated in the experimental conditions. The results yielded a significant effect for Feedback, F(1,18) =

9.12, 12<.008, and a marginal Feedback by Periods interaction, F(3, 54) = 3.07, 12<.08. The nature of the

Feedback by Periods interaction is shown in Figure 10. Tukey HSD comparisons of the interaction

revealed that the feedback conditions were not different during the first period, but the event rates of the

negative feedback condition were significantly lower over the final three periods.

Correlations were computed between the A' scores and event rates for each period for each

condition separately (positive feedback, negative feedback). None of the correlations for the negative

feedback condition approached significance. For the positive feedback condition the correlations for the

three periods were negative but only reached significance for the last period, r(18) = -0.51, which indicates

that vigilance performance was poorer with higher event rates. Eta-square estimations of the relative

variance related to each F-ratio in this analysis indicated that the Feedback by Event Rate interaction

accounted for 24 percent of the variance, while none of the other interactions accounted for more than 2
percent of the variance. Of the significant interaction terms, none accounted for more than 0.1 percent of
the variance.
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The results from the present study are important for two reasons. First, the findings indicate that a

biocybernetic, closed loop system using an EEG index of engagement may facilitate types of performance

other than the psychomotor tracking activities for which it was originally designed. Second, to our

knowledge the results from the present study represent one of the few experimental manipulations to

eliminate the vigilance decrement. The idea that a pattern of event rate changes can facilitate monitoring

performance could be established without any overt action on the part of the observer is intriguing indeed.

Additional research will be needed to examine more closely those task parameters that affect vigilance

performance moderated by one' s own EEG.

Event-Related Potentials and Adaptive Automation

The EEG and ERP represent viable candidates for determining shifts between modes of

automation in adaptive systems. Because real-time assessment of workload is the goal of system

designers wanting to implement adaptive automation, it is likely that these measures will become the

focus of research on adaptive automation. This optimism stems from a number of studies that have

suggested that they might be useful for on-line evaluations of operator workload (Defayolle et al., 1971;

Farwell & Donchin, 1988; Gomer, 1981; Humphrey & Kramer, 1994; Kramer, 1991; Kramer et al., 1989;

Sem-Jacobsen, 1981). Although these results suggest that on-line assessment of mental workload may be

possible in the near future, a good deal of additional research is needed.

The determination of measures on which to dynamically allocate automation does not represent

the only area that needs exploration. Other areas include the frequency with which task allocations are

made, when automation should be invoked, and how this invocation changes the nature of the operator's

task (Parasuraman et al., 1992). Specifically, it is not known how changing among automation task

modes impacts the human-automation interaction. Therefore, one of the studies conducted in the

physiological factors element attempted to examine the efficacy of use of EEG and ERPs for adaptive
task allocation was also examined.

The use of ERPs in the design of adaptive automation systems was considered some years ago in

the context of developing "biocybernetic" communication between the pilot and the aircraft (Donchin,
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1980; Gomer_ 1981). The idea concerned systems in which tasks or functions could be allocated flexibly

to operators_ using ERPs_ which may allow the optimization of mental workload to be sought in a

dynamic_ real-time environment. For example_ a method might be developed for obtaining momentary

workload levels allowing an index to be derive& such as the amplitude of the P300 wave of the ERP. The

workload index could then be compared in real-time to a stored profile of the ERP associated with that

task(s). The profile would be generated from initial baseline data. If the optimal physiological level for a

task is exceede& then the task(s) could be off-loaded from the operator and allocated to the system.

Further_ if the workload levels become too low_ then the task(s) could be transferred back to the operator

(Parasuraman_ 1990). In recent reviews_ however_ Parasuraman (Byrne & Parasuraman_ 1996;

Parasuraman_ 1990) concluded that although many proposals have been made concerning the use of ERPs

in adaptive systems_ little actual research has been conducted.

The proposed study attempted to further the research on the use of ERPs for adaptive automation.

What is proposed is that the absolute biocybernetic system be used to make task allocation decisions

between manual and automatic task modes as previously described. Participants were also asked to

perform an oddball_ auditory task concurrently with the compensatory tracking task. The EEG signal was

fed to both the biocybernetic system and to a data acquisition system that permitted the analysis of ERPs

to high and low frequency tones. Such results are hoped to assess the efficacy of using ERPs in the design

of adaptive automation technology.

Thirty-six participants were randomly assigned to an experimental_ yoked_ or control group

condition. Under the experimental condition_ a compensatory tracking task was switched between

manual and automatic task modes based upon the participant's EEG. ERPs were also gathered to an

auditory_ oddball task. Participants in the yoked condition performed the same tasks under the exact

sequence of task allocations that participants in the experimental group experienced. The control

condition consisted of a random sequence of task allocations that was representative of each participant in

the experimental group condition. Therefore_ the design allowed a test of whether the performance and

workload benefits seen in previous studies using the biocybernetic system were due to adaptive aiding or

merely to the increase in task mode allocations.

The results showed that the use of adaptive aiding improved performance and lowered subjective

workload under negative feedback as predicted. Additionally_ participants in the adaptive group had
significantly lower tracking error scores and NASA-TLX ratings than participants in either the yoked or

control group conditions (Figures 11 & 12). Furthermore_ the amplitudes of the N1 and P3 ERP

components were significantly larger under the experimental group condition than under either the yoked

or control group conditions (see Figure 13).
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Pilot Preference of Cycles of Adaptive Automation

Research was conducted that examined pilot preference for automation mode schedules / cycles
for adaptive task allocation. Nine participants performed a tracking task and an auditory, oddball task for
three trials consisting of a 15-, 30-, and 60-sec cycle durations. ERPs were gathered to infrequent, high
tones presented in an auditory oddball task. The results showed that tracking performance was
significantly better under the 15-sec duration, but participants rated workload significantly higher under

this condition. These results were interpreted in terms of a micro-tradeoff; that is, participants did better
under the 15-sec condition at the expense of working harder. The conclusion was supported by the ERP
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results. An examination of the EEG gathered five seconds after each task allocation revealed that P300

latency was found to be considerably longer and the amplitude considerably smaller under the 15-sec

cycle duration than under either the 30- or 60-sec cycle conditions. Therefore, these results suggest that

short periods of manual reallocation may prove beneficial to performance and moderating workload

demands. However, such benefits are tempered by increased "return-to-manual deficits" (Wiener &

Nagel, 1988). Moreover, they support the use of ERPs metrics of workload in the design and

implementation of adaptive automation technology. Note that the question of adaptive automation does

not hinge on its conceptual underpinnings. Inherently, it makes sense to transform the operator's task at

times when the operator's mental state is less than optimal. However, this is not to say that adaptive

automation provides utility that supersedes the difficulties that we, as researchers, designers, and

practitioners, may face with the implementation of this type of technology. Such studies, as those

discussed previously, demonstrate that schedules of static automation can also have positive effects on

performance and workload. Therefore, it is of theoretical and practical interest to determine what

benefits, if any, that adaptive automation provides beyond that of static automation that cycles between

automation modes based upon scripted automation schedules.
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Figure 13. Event-Related Potential for Adaptive Automation Group

Secondary Task as Metric for Adaptive Task Allocation

Our research on pilot preference for automation cycles demonstrated that adaptive task allocation,

although has been shown to improve pilot performance and lower workload, could increase return-to-

manual deficits and lower situation awareness, as shown by the ERP (see Figure 14), for brief periods.

The word, "automation surprises" is often used to describe this concern. The question is, "What is the

automation doing now?" as pilots attempt to match their mental model with the operation model of the
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automation.Therefore,asWoods(1996)noted,adaptiveautomationrepresents"apparentsimplicity,real
complexity"andit is importantto considerhowsuchtechnologymayaffectthehuman-automation
interactionlandscape.
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Figure 14. Event-Related Potential after Manual Reversion in Automation Mode

The problem also came out in another series of studies that were conducted to examine other

ways that adaptive automation could be implemented. Secondary tasks (e.g., ATC communications) are

often used as a measure of workload. The idea is that, if the primary task of flying the aircraft is high in

workload, few or no cognitive resources would be available to perform secondary tasks. To examine the

use of secondary task measures, various performance assessment methods used to initiate mode transfers

between manual control and automation for adaptive task reallocation were tested. Participants

monitored two secondary tasks for critical events while actively controlling a process in a fictional

system. One of the secondary monitoring tasks could be automated whenever operators' performance

was below acceptable levels. Automation of the secondary task and transfer of the secondary task back to
manual control were either human- or machine-initiated. Human-initiated transfers were based on the

operator's assessment of the current task demands while machine-initiated transfers were based on the

operators' performance.

In the experiment, human-initiated transfers were compared to machine-initiated transfers that

were based on either primary task performance or a combination of primary and secondary task

performance (joint assessment). Moreover, each assessment method was tested given machine-initiated

transfers to automation only and machine-initiated transfers to both automation and manual control.

Altogether, there were five switching methods tested: completely human-initiated, machine-initiated

transfers to automation only based on primary or joint assessment, and machine-initiated transfers to both

automation and manual control based on primary or joint assessment. The five switching methods

produce similar performance on the primary task measures, but there were differences among the

secondary task measures (see Table 7). Machine-initiated transfers to automation coupled with human-

initiated returns to manual control and joint performance assessment produced the best system

performance, but these gains depended on a high reliance on automation. In addition, there was a higher
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proportionof modeerrors(i.e.,accidentalresponseswhile in automation)givenmachine-initiated
transfersto automation,particularlygivenmachine-initiatedtransfersto bothautomationandmanual
control(seeTable7).

Table 7. Mean Performance on the Secondary Task Measures

Switching Number of Trials Hit-to-Signal
Method in Automation Ratio

Proportion of

Responses
Reaction Time Automation

M SE M SE M SE M SE

Switching Method

Automation

Both

_F(1,16)

52.93 5.68 .925 .011

30.08 3.41 .869 .021

45.94 (12< .001) 9.80 (12= .006)

No Effect

.061 .012

.094 .012

10.27 (12= .006)

Task Assessment

Joint 55.11 5.75 .937 .006 1452.55 114.13

Primary 27.90 3.61 .857 .024 1531.25 112.32

F(1,16) 46.78 (12< .001) 16.57 (12= .001) 5.04 (P = .039)

No Effect

The evidence indicated that machine-initiated transfers to automation with a human-initiated

return to manual control produced better performance on the secondary task measures relative to

machine-initiated transitions to both automation and manual control. In addition, a machine-initiated

transition that considered both primary and secondary task performances yielded better operator

performance on the secondary task measures and higher adjusted points relative to transition based on
primary task performance alone. These gains tended to results from greater reliance on automation,

though. Finally, despite the higher reliance on automation for machine-initiated transfers to automation

only, this switching method produced a significantly lower proportion of mode errors compared to
machine-initiated transitions in both directions.

Neural Network Approaches to Adaptive Automation

Research has recently begun research on the use of neural nets to make automation task allocation

decisions. Although the research is still in its infancy, one study has been completed that was a first look

at these techniques. The study examined the applicability of information theoretic learning to develop

new brain computer interfaces. It compared several features to detect the presence of event-related

desynchronization (ERD) and syncronization (ERS) and developed several classifiers for temporal pattern

recognition in the EEG record.

Data was collected from 6 sessions with three subjects (g3, g7, and i2) that performed at three

levels of performance (very good, moderate, and poor) during pre-testing. Four electrodes were placed

2.5 cm anterior and posterior to C3 and C4 to obtain two bipolar EEG channels over the left and right

motor areas. The signal was sampled at 128 Hz, with an anti-aliasing filter at 30 Hz. The trials were

visually inspected for artifacts and these trials removed. Figure 15 show that the alpha (9-13 Hz) and beta
band (20-24 Hz) contained the information for the ERD and ERS. A 5 th order Butterworth IIR filter was

used and was integrated for 1 second to obtain signal power. Downsampling to 8 Hz was done next.
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Therefore,usingtheaprioriknowledgeaboutthetask,it waspossibletoquantifytheEEGactivitywitha
4-featurevector(alphaandbetabandpowersattheleftandrightmotorareas).
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Figure 15. ERD and ERS

The median Bhattacharyya distance (MBD) measure was used as a measure of separation

between left and right hand movements, and therefore as a measure of performance. Then, three

alternative features besides alpha and beta band powers were assessed and compared: (1) autoregressive

(AR) model using the RLS (recursive least square) algorithm. The information is contained in the

coefficients, so the averaging was performed over 16 time steps and the feature set was 12 dimensions;

(2) Hjorth parameters which involves the analysis of activity, mobility, and complexity as three time

domain descriptors of EEG activity. Activity is simply the variance of the signal, the mobility is the ratio

of the variance of the first derivative of the signal over the variance of the signal, while complexity is the

ratio of the mobilities of the first derivative and of the signal itself. These were averaged over 16 time

steps, providing a 6 dimension vector; (3) and finally, a Principle Component Analyzer (PCA) with the

Sanger rule which is an optimal filter bank where the square of the outputs are the eigenvalues of the time

autocorrelation matrix. Figure 16 shows that the MDB was different across the three subjects. Subject g3

provides the largest separation and hence will yield the best classification results whereas i2 yielded the

poorest.

One of the difficulties of temporal pattern recognition faced in training dynamic neural networks

is what is the desired response over time. A comparison was made of conventional classifiers: a linear

discriminant based on Fisher's method, a perceptron, a time delay neural network (TDNN), a gamma

network, and a TDNN trained with dynamic targets (DT). Table 8 shows the different error rates for

different classifiers (%).
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Figure 16. MDB across windows for the 3 subject and different preprocessors

The table shows that the neural network topology only affects slightly the general trends of accuracy. If a

subject was able to create ERD/ERS (as subject g3) then any of the classifiers work reasonably well. For

simplicity, however, the linear Fisher discriminator was best. However, for top performance, a neural
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networkwouldhaveto betrainedovertime.Theoutcomeof thestudywasthatparticipantscould
interfaceandaffectcontrolinputsthroughthesephysiologicalsignalscreatedatthemotorcortex.The
significanceof theseresultsis thatthesetheoreticinformation-learningalgorithmscouldbeemployedto
controlmanydifferenttypesofhuman-machineinterfacesincludingaircraft.

Table 8. Error Rates for Different Classifiers (%)

subject Fisher MLP TDNN

g3 7 6.8 7.1

30.8

gamma

7.7

DT

4.8

g7 32 34 34 32.4

i2 22 20 21 20.6 20.8

The work on neural networks for ERD/ERS has not been continued because adaptive automation

will probably require other physiological inputs than motor cortex responses. However, the research was

productive in helping to establish the efficacy of these classifiers for neural nets that may potentially drive

the operation of a real-time adaptively automated system whether based on psychophysiology,

performance, operator performance models, etc.

Conclusions of Research on Adaptive Automation

The system that has been developed and research at NASA Langley Research Center has made

valuable contributions to the field of automation design. Specifically, the research has made significant

progress in understanding the use of psychophysiology to adaptively change task allocation so as to

optimize human-automation interaction. Although these works provide the most comprehensive body of

research in the use of psychophysiology for adaptive automation, there is a significant amount of work

that is still needed. Adaptive automation has the real potential to significant change how pilots interact

with automation in the cockpit. Furthermore, this area of automation has branched into other areas of

aviation including maintenance and ATC work. Therefore, it is important that fundamental research be

conducted to ensure that many of the same problems that exist today with current automation do not

merely transform into similar or worse problems with adaptive automation. If adaptive automation is to

have a place in aviation, clearly there has to a positive cost-benefit demonstrated that shows that this form

of automation minimizes issues of cognitive overhead, complacency, under-reliance, clumsy workload,

automation surprises, mode unawareness, loss of situation awareness, etc.

That is the general conclusion. However, specific to our work and the biocybernetic system, it is

unknown what role psychophysiology may play in the development of adaptive automation. Although

other programs (e.g., Pilot Associate's Program) and eminent researchers in the area have endorsed the

use of psychophysiology (e.g., Bryne & Parasuraman, 1996), the use of psychophysiology as a "trigger"

to invoke adaptive aiding or adaptive allocation may not be feasible currently. Despite the need for future

work, the research thus far has been very successful in demonstrating that a system could couple the level

of automation with the level of operator engagement thereby facilitating performance and lower workload

with a psychophysiologically based adaptive interface. Also, it should be noted that, regardless of

whether psychophysiology may serve in the "predictive" role or dynamic changes to the automation

landscape in real-time, Byrne and Parasuraman (1996) noted that the approach could be used for

evaluating other potential parameters in an adaptive automation framework (the "developmental" role). In

fact, our research on secondary task measures has shown this to be case. In the section of "current
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researchfocus"ofthephysiologicalfactorselement,thisapproachisdiscussedin regardstotheresearch
thatis presentlybeingconductedthatusespsychophysiologyin conjunctionwithotherapproachesto
formaglobalmeansof keepingthepilot"in-the-loop"throughthedynamicregulationandmodulationof
taskengagementandautomationmode.

INDIVIDUAL DIFFERENCE VARIATE RESEARCH

Although adaptive automation has remained the fundamental focus of our research, the basic
foundation of the work relies on the concept that there are hazardous states of awareness that provide the

potential for errors to take place in aviation. Therefore, another line of research has been directed towards

the understanding of what may play a role in inducing the states. The etiologies can be complex and can

take a number of different paths. One of these paths that we have addressed in a small fashion is the

notion of individual difference variates as potentials for the onset of HSAs. During FY99-01, we

conducted two different studies that have looked at the issue: (1) self-efficacy and (2) boredom proneness,

cognitive failure, and complacency potential and the role of these personality predisposition in

contributing to a particularly deleterious and timely hazardous state of awareness - automation-induced

complacency.

Self-Efficacy and Automation-Induced Complacency

Crew "complacency" has often been implicated as a contributing factor in aviation accidents.

Complacency has been defined as "self-satisfaction which may result in non-vigilance based on an

unjustified assumption of satisfactory system state" (Billings et al., 1976). The term has become more

prominent with the increase in automation technology in modern cockpits. As a consequence, there has

also been an increase in research to understand the nature of complacency and to identify

countermeasures to its onset. Parasuraman, Molloy, and Singh (1993) noted that complacency arises

from overconfidence in automation reliability. They found that operators missed "automation failures"

when the automated system was highly reliable. Riley (1996) reported that an operator's decision to rely

on automation may actually depend on a complex relationship between level of trust in the system, self-

confidence, and other factors. Lee and Moray (1994) also found that trust in automation and self-

confidence can influence decisions to use or not to use automation, but that there were large individual

differences. The idea of individual differences was examined recently by Singh, Molloy, & Parasuraman

(1993a). They reported a modest relationship between individual differences in complacency potential

and energetic-arousal with automation-related monitoring inefficiency.

Research was conducted in 2000 to further explore the effects of individual differences in

automation use. Specifically, we examined the generalizability of self-efficacy in monitoring

performance and its relationship to automation-induced complacency. Self-efficacy refers to expectations

that people hold about their abilities to accomplish certain tasks. Bandura (1986) argued that decisions to

undertake particular tasks depend upon whether or not they perceive themselves efficacious in performing

those tasks. The stronger the operator's self-efficacy, the longer they will persist and exert effort to

accomplish the task (Garland et al., 1988). Studies have shown that people with higher self-efficacy

perform better compared to people with lower self-efficacy. However, in the aviation context, conditions

do arise in which self-efficacy and the concomitant overconfidence in one's ability can impair

performance. As an example, a pilot not off-loading tasks to automation during high workload situations

because of overconfidence in managing flight tasks. Therefore, we were interested in examining the

effects of self-efficacy on automation use and complacency under high and low workload conditions.

Thirty participants performed a 30-min vigilance task that required responses to critical events.

There were 30 critical events presented during the vigil and the event rate was 30 per minute. Afterwards,

each participant was asked to complete both general and task-specific self-efficacy questionnaires
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(Schwarzer& Jerusalem,1995)aswellastheComplacencyPotentialRatingScale(Singh,Molloy,&
Parasuraman,1993b).Therewasnostatisticaldifferencebetweentheparticipantsin taskperformance.
Theseparticipantswerethenassignedto twoexperimentalgroupsbasedonamediansplitof theself-
efficacyquestionnaires.All participantsreturnedafteroneweekandperformeda systemmonitoring,
resourcemanagement,andtrackingtaskfromtheMultipleAttributeBattery(Comstock& Arnegard,
1992)underhighreliableandlow reliableconditions(seeParasuraman,Molloy,& Singh,1993for
description).Thedifficultyofthetasksvariedduringeachtaskrun,andparticipantshadanoptiontooff-
loadthetrackingtasktotheautomation.
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Figure 17. % Hits (y axis) X Session (4) for High Workload Condition

Our findings were that participants rated high in self-efficacy performed significantly better and

had lower complacency scores. However, under conditions of high workload, these participants failed to

off-load the tracking task and performed significantly worse (Figure 17) and rated workload higher

(Figure 18) than participants rated lower in self-efficacy. These results suggest that self-efficacy is an

important component of whether an operator will succumb to automation-induced complacency.

However, self-efficacy may serve as a double-edged sword in producing overconfidence in one's ability

that may limit other strategies, such as task off-loading, for managing workload.
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Figure 18. NASA-TLX Scores

Boredom Proneness, Cognitive Failure, and WorMoad

Mental workload refers to the amount of processing capacity that is expended during task

performance (Eggemeier, 1988). Riley (1996) noted that although workload was a necessary aspect of

automation-induced complacency, little workload-related research exists. Parasuraman and his colleagues

(1993), found the low workload level of a single task condition, consisting of only a system-monitoring

task, was not sufficient to induce complacency. They reasoned that in a single-task environment a state of

boredom would be experienced by the subjects, due to the low workload level involved in the task. The

detection rates, however, for both reliability groups in this condition were extremely high (near 100%).

Therefore, they concluded that the lack of complacency experienced by participants in the single-task

condition suggested that complacency and boredom are two distinct concepts.

In contrast, several studies have linked boredom, especially the propensity to become bored, to

high amounts of workload. Sawin and Scerbo (1994, 1995) in their use of vigilance tasks report that

boredom often has a high workload aspect associated with it. The information-processing demands or

workload experienced by participants performing a vigilance task were once thought to be minimal.

Fulop and Scerbo (1991), however, have recently demonstrated that participants find vigilance tasks to be

stressful and other researchers have found them to be demanding due to the high workload involved in

remaining vigilant (Deaton & Parasuraman, 1993; Galinsky, Dember, & Warm, 1989).

Boredom Proneness. Farmer and Sundberg (1986) isolated a single measurable trait, boredom

proneness (BP), which they report as highly related to a person's tendency to become bored. They

developed a 28-item scale, the Boredom Proneness Scale (BPS: Farmer & Sundberg, 1986), to measure

this trait. Stark and Scerbo (1998) found significant correlations between workload, complacency

potential, and boredom proneness, by examining their effects on task performance using the Multi-

Attribute Task Battery (MAT; Comstock & Arnegard, 1992). Their study supports the view that the

psychological state of boredom may be a factor that induces complacency. The results of Parasuraman et

al. (1993) thus need to be considered cautiously since they reported no workload or boredom data to
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supporttheirclaimthat their single task represented an underloaded task condition which caused boredom

and, therefore, that boredom and complacency are unrelated. A considerable amount of evidence points to

high workload being associated with boredom components while performing supervisory control and

vigilance tasks (Becker, Warm, Dember, & Hancock, 1991; Dittmar, Warm, Dember, & Ricks, 1993;

Prinzel & Freeman, 1997; Scerbo, Greenwald, & Sawin, 1993). In addition, Pope and Bogart (1992)

reported that ASRS reports contain descriptions of crews becoming "complacent" due to succumbing to

"boredom" and "experiences of diminishing attention, compromised vigilance, and lapsing attention,

frequently not associated with fatigue" (p. 449). Therefore, automation-induced complacency is

composed of a number of dimensions including trust, boredom proneness, complacency potential, self-

confidence, skill-level, workload management ability, and experience, to name a few. All of these

dimensions are or can be influenced by the individual differences of each human operator. For example,

Riley (1989) stated that trust is a multidimensional construct that has both cognitive and emotive qualities

that can be influenced by individual differences.

Cognitive Failure. Grubb, Miller, Nelson, Warm, and Dember (1994) examined one such

personality dimension, "cognitive failure" and its relation to perceived workload in vigilance tasks, as

measured by the NASA-TLX. They reported that operators high in cognitive failure (HCF) tend to be

more absent-minded, forgetful, error-prone, and less able to allocate mental resources to perform

monitoring tasks than those classified as low in cognitive failure (LCF; Broadbent, Cooper, Fitzgerald, &

Parkes, 1982). Interestingly, Grubb et al. found, HCF and LCF participants performed equally well on

vigilance tasks but the workload scores of the HCF were significantly higher than their LCF peers; thus,

these participants performed as well as LCF participants but did so at a higher cost in resource

expenditure. The HCF individuals, therefore may exhibit complacent behaviors, due to their resources

being largely depleted, when faced with continuing a task. This prevalence towards cognitive failure may

be another factor related to a person's becoming complacent while monitoring automation.

The individual differences described above suggest that automation-induced complacency may

represent a complex dynamic of many psychological constructs. As Singh et al. (1993) describe, "...the

psychological dimensions of complacency and its relation to characteristics of automation are only

beginning to be understood...."and that other individual and social factors may also play a role.

Therefore, a need remains to examine other psychological antecedents that may contribute to automation-
induced complacency.

We conducted a study to examine automation-induced complacency in relation to the personal

dimensions of complacency potential, boredom proneness, and cognitive failure. All of these dimensions

are hypothesized to have an affect on whether an individual will experience complacency within a multi-

task environment. 40 participants performed tasks on the MAT under conditions of constant or variable

reliability that have been found to induce complacency in previous studies (e.g., Parasuraman et al.,

1993). The three individual difference measures, Complacency-Potential Rating Scale (CPRS; Singh et

al., 1993), Cognitive Failure Questionnaire (CFQ; Broadbent et al., 1982), and the Boredom Proneness

Scale (BPS; Farmer and Sundberg, 1986) were gathered to measure these traits in each participant. The

NASA-TLX (task-load index; Hart & Staveland, 1988) and the Task-related Boredom Scale (TBS;

Scerbo et a., 1994) was also used to assess the total subjective workload and total perceived boredom

experienced by each participant.

Participants assigned to the high complacency potential group _ = 25.87) scored higher on the

boredom proneness scale than participants assigned to the low complacency potential group (M = 14.85),

F (1,39) = 67.31, p__< .0001. A significant interaction for Complacency Potential (CP) x Reliability

Condition (RC) was found, F (1, 39) = 4.58, p < .05. Individuals found to be high in complacency

potential were more likely to exhibit performance decrement illustrative of automation-induced

complacency. Also, participants assigned to the high complacency potential group rated overall mental

workload on the NASA-TLX (M = 57.05) to be significantly higher than participants in the low

complacency potential group (M = 46.67), F (1,39) = 6.82, 2__< .01. In addition, participants in the

variable reliability condition (M = 28.94) performed significantly worse overall on the tracking task than
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participantsin theconstantreliabilitycondition(M_= 17.20),F (1,39)= 28.12,12< .0001.Furthermore,
participantsassignedto thehighcomplacencypotentialgroup_ = 30.15)alsohadhighertracking
RMSEoverallthanparticipantsin thelowcomplacencypotentialgroup(M = 15.98),F (1,39)= 40.89,12
< .0001. Therewasalsoa significantinteractionbetweenComplacencyPotentialandReliability
Condition,F (1,39)= 8.63,12< .005.Finally,therewasaninteractionof CPx RCfor A', howeverhas
strongimplicationsfor thestudy'shypotheses,F (1,39)= 11.49,p < .001.Participantsacrossall groups
andconditionsperformedcomparablywith theexceptionof thehigh CPx constantRC who did
significantlypoorer.

Implicationsof results for complacency. What do these results mean? As predicted, the

complacency potential rating scale successfully discriminated those individuals who were more likely to

"trust" and "overrely" on the automation during conditions of automation reliability that produce such

behaviors. That effect was not suprising as the scale had been validate in previous studies (Singh,

Molloy, and Parasuraman, 1993). However, we were interested in what was it about complacency

potential that produced this hazardous state of awareness and our previous research suggested that it was

actually an interaction of operator strategy (e.g., trust) and certain other hazardous states of awareness

(e.g., boredom). These effects were demonstrated especially with regards to boredom proneness and

cognitive failure.

Fahlgreen and Hagdahl (1990) asked over 1,000 pilots to provide definitions of complacency and,

although there were varying definitions, the best one was "A mental state where a pilot acts, unaware of

actual danger or deficiencies. He still has the capacity to act in a competent way - but for some reason, or

another, this capacity is not activated. He has lost his guard without knowing it." The results of the

present study have implications for the study of complacency. Wiener (1981) stated that complacency

results when pilots are 'FDH: Fat, Dumb, and Happy.' It is familiarity, experience, and trust that fosters

this psychological condition that influences our expectations and expectations control our perceptions.

The definition provided by Fahlgreen and Hagdahl suggests that complacency is almost unconscious.

Unsafe acts and deliberate violations of Standard Operating Procedures (SOP) and regulations is not

complacency. Rather, as Jensen (1995) noted, "Unconsciously following rules, SOPs, automatic systems,

management edicts, without question and sound justification is complacency" (p. 242). Complacency has

been linked to the vigilance problem in which self-satisfaction sets in and acts are performed without
thinking - automatic processing (Shneider & Shiffrin, 1990) - and the risk of missing something

important increases (i.e., errors of omission). Pilots blame the majority of their errors of omission on

complacency and, therefore, the construct has definitive shared linkages with other psychological

constructs including those of boredom and mental workload.

Such a perspective shared by pilots, air traffic controllers and other operators as well as some, but

not all (e.g., Parasuraman et al., 1993) researchers, were supported by the results reported here. Boredom

proneness and task-related boredom bore significant correlations with complacency potential and task

performance. Parasuraman et al. (1993) noted that complacency and boredom were not related because,

in their study, the low workload condition did not produce automation-induced complacency. Boredom,

however, is actually a heightened state of arousal and a frustration because of a need to do something.

Scerbo, Greenwald, and Sawin (1993) and Sawin and Scerbo (1995) reported that NASA-TLX

Frustration subscales were significantly correlated with self-reports of boredom. Boredom is a very

distressing condition for humans and, given the choice, most humans would prefer to be frightened than

bored (Jensen, 1995). Boredom often occurs when a task is highly mastered and routine and no longer

presents a challenge. Complacency can set in because of a need to seek novel stimulus and mental

stimulation. Myers and Miller (1954) and Isaac (1962) reported that animals and humans have an

exploration drive that is instigated by boredom. Therefore, when we move away from our state of

motivational equilibrium, a natural inclination is to balance congruity (Deci, 1975). Mackworth (1970)

reported that repetition and monotony could produce habituation in behavioral and physiological

response. There are neurophysiological theories that implicate neural inhibition, reduction in arousal

levels, and changes in characteristics of evoked potentials to explain decrements found in vigilance
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behaviorsandresultanthabituationof responsesthatleadto errorsof omission.A numberof researchers
(Sharpless& Jasper,1956;Yerkes& Dodson,1908)havenotedthealmost"daydream"stateproduceby
habituation.Theresultsof the present study suggest further that certain people may be more susceptible

to the deleterious effects that boredom can produce in task performance --- namely, complacency.

Related to boredom proneness, cognitive failure was also found to provide diagnosticity in

differentiating those participants who would exhibit the behaviors of automation-induced complacency.

The participants rated high in cognitive failure tended to be more absent-minded, forgetful, error-prone,

and less able to allocate mental resources to perform monitoring tasks. Under the multitask situation, the

mental workload associated with performing the task impacted the availability of cognitive resources to

perform the tasks and may have developed a strategy for trusting the automation. Parasuraman et al.

(1993) stated that the allocation of cognitive resources was not indicated in producing automation-

induced complacency behaviors. But, taking a Multiple Resource Theory (Wickens, 1985) perspective,

the increase in taskload in a multiple task situation has theoretical effects on the availability of cognitive

resources to perform the task. The Cognitive Failure scale differentiates those who are less able to

allocate resources to manage workload demands and, therefore, may have to revert to other strategies

such as trusting the automation. Such a conclusion is supported by the increase self-reports of mental

workload, measured by the NASA-TLX, for participants rated high in Cognitive Failure.

TRAINING FOR HAZARDOUS STATES OF AWARENESS RESEARCH

Psychophysiological Self-Regulation Training

Adaptive automation is still in its conceptual phase and a number of research issues still need to

be addressed before widespread acceptance will be possible. Woods (1996), for example, noted that

automation represents "apparent simplicity, real complexity" referring to the idea that automation

transforms the nature of pilot-automation interaction. New forms of automation may bring with them

new problems. Adaptive automation may not be an exception to such an observation. Rudisill (1994)

found that pilots tended to be positive about technological innovations, but still had concerns about

advanced forms of automation. They noted that advanced automation kept them "out-of-the-loop" and

that pilots constantly needed to monitor what the automation was doing as well as increasing their

workload and decreasing cockpit management and flight crew communication. Pilots reported that what

they wanted were new approaches to training that would ameliorate some of these problems associated
with advanced automation.

Research at NASA Langley Research Center has developed a training method that may

complement the use of adaptive automation. The research was stimulated because of past research in our

laboratory in which we found increased workload and had increased return-to-manual deficits in which

task performance suffered significantly just after a task allocation under adaptive automation conditions.

Therefore, we posited that adaptive task allocation would be best reserved at the endpoints of the task

engagement continuum and that other techniques should be used in conjunction with adaptive automation

to help minimize the onset of hazardous states of awareness (Pope & Bogart, 1992) and keep the pilot "in-

the-loop." One training technique that may be employed is psychophysiological self-regulation.

Psychophysiological self-regulation refers to the ability of a person to control affective and

cognitive states based on autonomic (ANS) and central nervous system (CNS) functioning. The

techniques use physiological markers of these states and provide feedback so that the person learns these

associations and how to modulate their occurrence. The training technique we present here uses

neurofeedback from the electroencephalogram record to help control the onset of hazardous states of
awareness.

Currently, there has not been much research conducted on the use of physiological self-regulation

for performance enhancement (see Norris & Currieri, 1999 for review). With regards to aviation, there
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hasbeenvirtuallynoresearchexaminingtheefficacyof self-regulationforimprovingpilotperformance.
Oneof thefewstudiesthathavebeenconductedwasreportedbyKellaret al.(1993). Theyfoundthat
self-regulationtraining, termed"Autogenic-FeedbackTraining (AFT)", may be an effective
countermeasureto stress-relatedperformancedecrements.Additionally,theseauthorsreportedthatAFT
improvedcrewcoordinationandcommunicationand,therefore,mayserveasavaluableadjuncttoCRM
training.AlthoughKellaretal.'s(1993)researchdemonstratedthevalueof physiologicalself-regulation
for controllingstress-relatedresponsesto emergencyconditions,stressrepresentsonly oneof the
hazardousstatesof awarenessthatpilotsmayencounterduringflight. Otherstatesincludeboredom,
inattention,complacency,fatigue,etc.thatmayplayanequalorgreaterrolein contributingtoincidents
andaccidentsinaviation.

Researchhasshownpromisefor the closed-loopsystemto servein bothregulatoryand
developmentalrolesfor the useof psychophysiologyin adaptiveautomatedsystems(Byrne&
Parasuraman,1996).To date,however,our researchhadfocusedon the examinationof system
parametersfor thereal-timetaskallocationof automationmodes(i.e.,manual;automatic).Furthermore,
thetaskmodealonewasresponsiblefor determiningtaskallocationsequencing;thatis,whatautomation
modethetaskwasin determinedtheengagementlevelof theparticipantswhichthereindetermined
subsequenttaskmodes.However,researchin biofeedbackandself-regulationhasdemonstratedthe
capabilitiesthatpeoplehaveto controltheir ownengagementstates.Therefore,consideringthe
theoreticalfoundationthatthesystemis basedupon,it seemsreasonableto explorethebiofeedback
potentialof thesystemasa trainingtoolfor developingself-regulationskillsfor managinghazardous
statesofawareness.

To examinetheefficacyof physiologicalself-regulation,participantswereassignedto three
experimentalgroups(self-regulation;falsefeedback;control).Theself-regulationgroupwasprovided
neurofeedbacktrainingthat focusedon learningthepatternsof hazardousstatesof awarenessand
performanceknowledge-of-results(KR). Toguardagainstthechancethatjustprovidingfeedbackmay
beresponsiblefor producingpositiveeffects,thefalsefeedbackgroupwasgivenrandomfeedback
regardingtheirmentalengagementstateandperformance.Thecontrolgroupwasprovidednofeedback.
It washypothesizedthatphysiologicalself-regulationtrainingwouldprovidetoolsfor participantsto
managetheircognitiveresourcesbyself-regulationoftheirengagementstates.Theexpectedoutcomesof
whichwouldbebetterperformance,lowerreportedsubjectiveworkload,andfewerautomationtask
allocationsfortheseparticipantscomparedtothosein thefalsefeedbackandcontrolgroups.

Method. Eighteen participants performed tasks from the MAT and the tasks were changed based

on the adaptive MAT, biocybernetic protocol described previously. There are six levels by which the

system determines task allocation. Levels 1-3 reflect decreasing engagement and levels 4-6 reflect

increasing engagement relative to baseline measures. Within these two categories, levels are determined

based upon how variable the EEG engagement index was during baseline performance. The algorithm

used to determine the level of the task the participant would be placed is as follows: A level 3 allocation

would be assigned if the index was between 0 and -0.5 standard deviations (SD) below the baseline

mean; level 2 would be assigned for an index between -0.5 to -1.00; level 1 would be assigned if the

index was below -1.00. For indexes above the baseline mean, level 4 would be assigned if the index was
between 0 and +0.5 SD above the mean; level 5 between +0.5 and +1.00; and level 6 above +1.00.

All participants were instructed that the system measured six different engagement levels, and

that a high difficulty, manual task allocation would occur if the engagement level went to Level 1 (low

task engagement) or automatic task allocation if it went to Level 6 (high task engagement). When the

engagement level was between Levels 2 and 5, the tracking task was in the manual, low difficulty task

mode. If the index indicated that the participant's arousal level was 1 SD above baseline (level 6), the
task was switched from the manual task condition to the automatic task condition. If the index indicated

that arousal was 1 SD below baseline (level 1), the task was switched from either the automatic or low

difficulty, manual task condition to the high difficulty, manual task condition.
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Therewerethreeseparateexperimentalgroupsfor thisstudy(self-regulation,falsefeedback,
control). Participantsin the self-regulationgroupwereprovidedbiofeedbackregardingtheir task
engagementlevelwhiletheyparticipatedin two 30-minutetrainingsessions.Duringthefirst training
session,feedbackonengagementlevelwasprovidedin theright-handcornerof thetrackingwindow
(e.g.,"LevelOne")duringthetrainingsessions,andtheywereencouragedto tryandmaintainLevel3or
4engagementlevels.Furthermore,theseparticipantswereprovidedknowledge-of-results(KR)feedback
ontheirperformanceasto theirperformance(root-mean-squared-error;RMSE)duringtheexperimental
session.Thefeedbackwasprovidedin thelowerleft-handboxof thetrackingwindow.Duringthe
secondtrainingsession,participantswerecuedby a computer-generatedtoneto estimatewhattheir
engagementlevelwasatparticulartimesduringthesession(i.e.,pressingF1-F6keysthatcorresponded
to engagementlevels1-6). Feedbackwasthenprovidedasto howclosetheirestimationwasto their
actualengagementlevel.All participantsin theself-regulationconditionachieveda70%levelof correct
identifications.

Thefalsefeedbackgroupwaspresentedwithidenticaltrainingprotocolsasin theself-regulation
condition.Theonlyexceptionwasthattheseparticipantswereprovidedincorrectfeedbackasto their
taskengagementlevelandperformance.Falsefeedbackwasgivenas+/- 1engagementleveland+/-5
RMSEfromactualtaskengagementandperformancelevels. Thesevaluesweredeterminedduringpilot
testingin whichparticipantscommentedthattheseincorrectvaluesseemedrealisticto theircurrentstate
andperformance(i.e.,thefalsefeedbackprovidedenoughdiagnosticityastobebelievable).Participants
in thecontrolconditionwerenotprovidedwith anyfeedbackconcerningtheirtaskengagementand
performance,buttheseparticipantsdidcompletetwo30-minute"notraining"sessions.

Results.A maineffectwasfoundfor trackingperformance,F(2,15)= 82.86,12< .0001.
Participantsin theself-regulationgroupperformedsignificantlybetter(M = 2.03SD=0.28)than
participantsineitherthefalsefeedbackgroup_ = 7.77SD=0.90)orcontrolgroup( M___= 6.62SD=
0.87). Furthermore,return-to-manualdeficitswerefoundto behigherfor participantsin thecontrol
condition(M = 15.43SD=3.98)andfalsefeedbackcondition( M = 16.89 SD = 4.21) than participants in

the self-regulation condition _ = 9.87 SD = 2.56), F (2,15) = 10.45, 12< .05. Figure 19 represents

tracking RMSE across each 10-minute experimental block.

An EEG difference score was calculated by subtracting the mean for each participant's task EEG
Engagement Index from the mean of his or her baseline EEG engagement index (EEG Index task -- EEG

Index baseline). The EEG difference score was found to be significantly smaller in the self-regulation

condition (M = 2.73 SD = 2.19) than in either the false feedback ( M = 14.36 SD = 6.61) or control ( M =

12.86 SD = 8.24) conditions, F(2, 15) = 6.18, 12< .01. EEG engagement index values for each condition

were: Self-regulation _ = 17.00 SD = 6.08), false feedback ( M = 24.60 SD = 3.28), and control ( M =

28.94 SD = 12.10). No significant differences were found between the three groups' baseline EEG

engagement index (12 > .05). Figure 20 shows the EEG difference score across each 10-minute

experimental block.
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Figure 19. Tracking RMSE across 10-Minute Experimental Blocks

An ANOVA revealed that participants in the self-regulation group (M = 38.00 SD = 12.08) rated

workload to be significantly lower than participants in either the false feedback _ = 58.66 SD = 16.46)

or control groups (M = 66.66 S___D_D= 17.28), F(2,15) = 5.50, 12< .05.

An ANOVA was performed on the number of task allocations made between automation levels.

The analysis was done because the intention of self-regulation training is to reduce the need to make task

allocations in order to keep the operator "in-the-loop." A main effect was found between conditions for

number of total task allocations, F(2,15) = 7.52, 12< .01. There were significantly fewer task allocations

made in the self-regulation condition (M = 19.00 SD = 7.79) than in either the false feedback ( M = 40.50

SD = 12.09) or control conditions (M = 40.33 SD = 12.59). An examination of Figure 21 shows that most

of the task allocations made in the self-regulation condition were confined to Levels 3 and 4 which was
considered optimal for task engagement and performance. Task allocations in the other two conditions

were spread roughly equally across the automation levels.

Although participants in the false feedback and control groups had more task allocations to the

automated and difficult, manual task conditions, these participants spent only approximately 10% and

12% of their time in either of these two task conditions (automated and difficult, manual, respectively).

Participants in the self-regulation group, however, also spent approximately 11% and 9% of their time in

the automated and difficult, manual task conditions, respectively. Therefore, the differences found in

performance cannot be attributed solely to different task demands since each group did perform all three

task conditions for equal amounts of time.

Conclusions. Sarter and Woods (1994) claimed that, with the presence of multiple modes of

automation, flying becomes a task of orchestrating a "suite of capabilities" for different sets of

circumstances. For example, Endsley & Kiris (1994) found that higher levels of autonomy remove the

operator from the task at hand and can lead to poorer performance during automation failures; a problem
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thatmaybemoreacutewithincreasingnumbersoftaskallocationsbetweenmodes.Scerbo(1996)noted
thatautomatedsystemswithmultiplemodesaredifficulttolearnandmayincreasetheworkload
associatedbecausetheintentionof systembehaviormaynotbetransparentto thepilot resultingin
"automationsurprises."Becauseof this,traditionalapproachesto trainingno longerseemadequateto
preparepilotsfortheirnewtaskof supervisorycontrolof highlydynamic,complexsystems.Thesenew
formsof automation,suchasadaptiveautomation,will requirenewapproachesto andobjectivesfor
training.
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Figure 20. EEG Difference Score Across 10-Minute Experimental Blocks

"Human-centered" automation design details how technology changes human-automation

interaction and how best to support the roles that people now have to play as supervisory controllers,

exception handlers, and monitors and managers of automated resources (Billings, 1997; Palmer et al.,

1994). Self-regulation may represent another tool for supporting human-centered design. Participants in

the self-regulation condition were better able to maintain their task engagement level within a narrower

range of task modes thereby reducing the need for task allocations. The effect of this was an increase in

task performance as well as a decrease in reported workload. Furthermore, these results may have been
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dueto theincreasein return-to-manualperformancedeficitswitnessedin thecontrolandfalsefeedback
conditions.Althoughparticipantsineachconditionexperiencedtaskallocations,theself-regulationgroup
hadfewertaskallocationsandhadsignificantlylowertrackingerrorscoresjustafterataskallocationthan
thoseparticipantsin thefalsefeedbackor controlconditions. Theneurofeedbackprovidedduring
trainingmayhaveallowedtheseparticipantstobettermanagetheir"resources"andtherebyregulatetheir
engagementstateallowingthemtobetterrespondto achangeinautomationmode.Theotherconditions,

c-
O

o

b-

10

I--_-- Self-Regulation
/--I-- Control

_back

Level One Level Two Level Three Level Four Level Five Level Six

Engagement Level

however, were not given neurofeedback or false feedback and, therefore, the schedule of task allocations

may have been opaque to them. Rudisill (1994) reported that many pilots often question "what is it [the

automation] doing?" in current pilot-automation interaction (Rudisill, 1994). Therefore, opaqueness is

certain to be an important subject of issue with regards to mode unawareness that may develop with
adaptive automation. In fact, post-experimental interviews with these participants suggested that they

indeed felt unaware as to when and why the task switched from one task mode to another.

Figure 21. Number of Task Allocations Across Adaptive Task Allocation Levels

Scerbo (1996) noted that there is a need to understand how this new form of technology will

change the human-automation interaction and to develop training methods to help support the

development of adaptive automation. Of course, training cannot and should not be a fix for bad
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automationdesignandtherearemanyissuesthatstill needto beaddressedwithadaptiveautomation.
Nevertheless,theseresultssupportotherstudiesthathavedemonstratedthatphysiologicalself-regulation
canhelpin controllingtheonsetof hazardousstatesof awareness,andsuggestsitselfto beavaluable
complementto othertrainingproceduresfor usewithadaptivetaskallocationspecificallyandintra-
personalattentionmanagementgenerally.

Researchin theCrewHazardsandErrorManagementlaboratoryat NASALangleyResearch
Centerhasbeendirectedtowardsdevelopinga comprehensivestrategyfor reducingtheonsetof pilot
hazardousstatesof awareness.It reflectsaNASAobjectiveof"makingasafeaviationsystemevensafer"
bydevelopingmethodsto dramaticallyreducetheeffectsof humanerror(NASA,1998;1999). Our
workhasfocusedon anumberof areaswith thegoalof improvingcognitiveresourcemanagement
includingthatof physiologicalself-regulation.Otherareasincludeadaptivetaskallocation,adaptive
interfaces,hazardousunawarenessmodeling,cognitiveawarenesstraining,andstress-counterresponse
training.Thesearediscussedbelow.Thehopeis to designcountermeasuresandtraininginterventions
thatmaysupplementexistingstrategies,suchascrewresourcemanagement,butwhichfocusesmoreon
theintra-personalaspectsof enhancingflightsafety.TogetherwithotherNASA-ledprogramsaswellas
industryandacademicpartners,thegoalof reducingtheaircraftaccidentratebyafactorof 5withinten
yearsandbyafactorof 10withintwenty-fiveyearscanbecomeareality.

Cognitive Awareness Training (CATS) Research

One of the ongoing problems that pilots face today is a diminished state of awareness such as

boredom, sleepiness, or fatigue during cruise conditions that could result in various pilot errors. The

physiological factors subelement conducted in-house research that utilized a cognitive training exercise to

sharpen the pilot's awareness during simulated flight thereby providing them with a means to overcome

these diminished states of awareness. This study utilizes psychophysiological methods in an attempt to

assess a pilot's state of awareness more directly. In turn, the pilots will be able to train themselves to

recognize these states of awareness and be more mentally sharp during mundane tasks such as those

experienced in cruise conditions. The use of these measurement tools may be beneficial for researchers

working to improve aviation safety.

One goal in the study of aviation safety is to try and reduce and possibly eliminate errors caused

by poor judgments of the pilot. There are different means currently being employed to help reduce the

fatigue and workload of the pilot such as changing some of symbology and visual stimuli that the pilot

sees in the flight displays and various other displays on the control panel itself. But of particular interest

is the ability to detect these states of awareness so that these cues in the control panel can actually help to

reengage the pilot and train them to be more mentally sharp and prepared. The study helps to promote

this ideal by utilizing cognitive training exercises that are invoked the moment the data acquisition system

recognizes that the pilot is experiencing the aforementioned states of awareness. This study actually is

comprised of three phases. The first phase has already been conducted during fiscal year 2000. The

second and third phases are planned for FY2001 and FY2002, respectively.

In phase I, a simple flight scenario was developed using Microsoft © flight simulator 2000 where

several test subjects demonstrated takeoff, cruise, and aircraft anomaly identification. Reaction time,

proper anomaly identification, EEG, and heart rate were the main variables studied in this experiment.

The goal is to see if the cognitive exercise has a positive influence on the awareness and the performance

of the test subjects. The hypothesis in phase I is that by utilizing these cognitive exercises during cruise

flight, the pilot will be more mentally sharp as inferred from a more active EEG signal and will react

faster to problems faced in the operations of the flight simulator and also resolve the problems quicker as

well. The brain wave patterns will also show a more active state of awareness.

In phase II of the study, test subjects will utilize this same training exercise before flying the test

scenario and see if there are any long-term effects of the training. In the third phase of the study, a

psychophysiological data acquisition system will be utilized to measure various indices such as EEG or
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heartratereal-timeto determinewhenthepilothasindeedbeguntoexperiencethesediminishedstatesof
awareness.Oncethesystemhasrecognizedthesediminishedstatesofawareness,thecomputerwill first
putthesimulatedaircraftintoautopilotandtheninvokethiscognitivetrainingexerciseby itselfto help
thetestsubjectsto overcomethesepreviouslymentionedstatesof awareness.Then,theacquisition
systemwill returnthepilot backto hisnormalflight duties.Thesystemwill alsobetestedto help
accommodateinstanceswherethetestsubjecthasencounteredhighworkloadenvironmentsandhas
showedsignsof highmentalstress.It will thenprovidesomemeansto takeoversomeof thedutiesof
theflightautomaticallyto helpoffloadandprioritizethetasksfor thetestsubjectsothatit canreduce
and/ormanagetheirlevelof stress.Oncethesystemdetectsthattheworkloadhasdecreased,thenthe
taskswill bereturnedtothetestsubject.Again,thegoalofthisstudyis tohelpprovideforanewmeans
to dealwith thesediminishedstatesof awarenessthatareoftenexperiencedbycommercialandgeneral
aviationpilots.

Method.SubjectsthatwereusedinphaseI of CATSconsistedof 12maleswhoseagerangewas
from22to 64yearsold. Theyalsopossessed4 to morethan20yearsof computerexperienceusing
Macintosh©, Microsoft©, and/orUNIX©systems.Theirlevelof educationrangedfromanAssociateof
ScienceDegreeto a Ph.D. Theattemptwasto find testsubjectsthathadsomeexperienceusing
MicrosofteFlightSimulator,butdueto thelackof participationfromtheinitialcallfor testsubjects,it
wasnecessaryto elicittestsubjectswhohadnoexperiencewith thisparticularsoftwareto meetthe
desiredtotalnumberof testsubjects.Asfor experiencedealingwithphysiologicalmonitoring,almost
60%ofthetestsubjectshavehadsomeexperiencebeingmonitored,mostlybyheartratesensors.

Thetestsubjectswerebrokeninto threegroupsusinga mixed-subjectsapproach.Thethree
groupsconsistedof acontrolgroup(N=4),avigilancegroup(N=4),andanexperimentalgroup(N=4).
Eachgroupexperiencedthreeexperimentalsessionsinwhichaflyingscenariowasinvokedthatincluded
a differentaircraftanomalypersessionthatwaspresetwithinthesoftware.Theanomaliesincluded
failuresfirst,in thealtimeter,second,in theattitudeindicator(artificialhorizon),andlastly,in thevertical
speedindicator.Eachtestsubjectwasrequiredto identifytheanomalywhenit occurredthroughaverbal
responsewhileatthesametimepressabuttontohelptimesynctheresponsewiththephysiologicaldata.
Theywerealsogivenvariouspre-recordedAir TrafficControl(ATC)commandsthatprovidedthem
altitudeandheadinginformation.Priorto thestudy,thetestsubjectsweregivenseveralbackground
questionnaires,which includeda biographicalquestionnaire,Levenson'sLocusof ControlScale,
Pronenessto BoredomScale,andtheEpworthSleepinessScale. Thedatacollectedfrom these
questionnaireswereanalyzedpriorto thestudyto helpdetermineafairandproperdistributionof thetest
subjectsamongstthethreegroups.All thedatawerethenstandardized(zscores)toprovideequalweight
amongstall thescoresexceptthata weightingfactorwasthenaddedto theflight simulatorscore
experienceto enhanceitsimportancein thefinalscoredetermination.Thescoreswerethentalliedintoa
zsumvalue.Thesezsumvaluesforeachtestsubjectrangedfrom-.37to.81. Thetestsubjectswerethen
assignedsequentiallytoeachgroupstartingwiththecontrolgroupthentothevigilancegroupthenfinally
totheexperimentalgroupusingthelowestscorefirst andthenbuildingupto thehighestscore.Again,
thisprocedurewasto ensureanevendistributionof testsubjectpersonalities,abilities,andexperience
amongstallthreegroups.

Aftertheproperassignmentof testsubjectswasdetermined,thetestsubjectsweregivenassigned
datesandtimesto appearfor thesimulator.All testsubjectsweregivena 1hourdemonstrationof the
simulatorpriorto theirassignedtestdayandabriefdescriptionof whatwasexpectedof them,butall
questionsrelatingto experimentpurposesandhypothesesweredeferredtotheendof theirtestday.All
testsubjectswerealsoaskedto avoidall caffeineproductstheir assigneddayto avoidaddingany
additionalstimulustotheirphysiologicalstate.Thefirst sessionontheassignedtestdayconsistedof a
shortpre-flightbriefing,psychophysiologicalpreppingandapplication,pre-flightquestionnairesto
providea subjectivemeansto determinecurrentstateof awareness(includestheStanfordSleepiness
Scale6,theTerriDorothyFatigueScale7(reprintedandmodifiedwithpermissionof theauthorTerri
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Dorothy),andtheCoxandMckayStressArousalChecklistS),takeofffromapre-determinedsimulated
airport,instructionsfromATCtodeterminerequiredaltitudeandheading,cruiseflightfor approximately
24minutes,thenafinalheadinganddirectionchangewiththefirst anomalyinvokedatthe26minute
timeframe,andthenoncethetestsubjectidentifiedtheanomaly,thesimulationwaspausedsothatthe
testsubjectcouldfill outthesameawarenessquestionnairesagainto determine,subjectively,thetest
subject'scurrentstateof awareness.Asforthespecifictimeframe,it wasbasedoneffortstoensurethat
vigilancedecrement9hadoccurredwith thetestsubjects.Aftercompletingthequestionnaires,thetest
subjectswerethengivenanopportunityto experiencea landingscenariowhosesolepurposewasto
providestatisticalpsychophysiologicaldatafor otherbaselineresearcheffortsandwasnotspecifically
intendedforthisexperiment.Afterthetestsubjectscompletedthelandingscenario,theywerethengiven
a10-minutebreak.

Uponreturningfromtheirbreak,thetestsubjectsstartedthesameflight scenarioagainexcept
thattwo of thegroups,thevigilanceandthe experimental,werealsoaffordedtheuseof a laptop
computerfor purposesto bedescribedin furtherdetailbelow.Thecontrolgroupflew theexactsame
scenarioasbeforeexceptthatthesecondanomalywasinvokedatthe26-minuteinterval.Thedifference
withthecontrolgroupandtheothertwogroupswasthatthevigilanceandtheexperimentalgroupswere
givenaninterventionduringflight at the18-minutetimeintervalandwererequiredto performtheir
specifictasksfor 5minutes.At theendof the5 minutes,thesetestsubjectsthenreengagedtheflight
scenarioandthesameanomalythatthecontrolgroupreceivedatthe26-minutetimeintervalwasthen
invokedandthesetwogroupswereaskedtoproperlyidentifytheanomalyasbefore.Againpre-testand
post-testquestionnairesweregivento eachtest subjectto subjectivelydeterminecurrentstateof
awareness.Thetasksthatweregivento thevigilancegroupandtheexperimentalgroupwerevastly
different.Theexperimentalgroupwasgivena softwareprogramknownasCaptain'sLogTM (© 1996

Joseph A. Sandford, Ph.D. All Rights Reserved). The original intent of the software is that it was

developed as a cognitive training system to help those suffering with Attention Deficit Hyperactivity

Disorder (ADHD) and people who have suffered brain maladies such as stroke to perform various

exercises that help retrain and refocus their mental abilities. The hope of this experiment was that this

same software could be used to help stimulate the test subject's cognitive thinking abilities to sharpen

their respective mental state of awareness. The vigilance group was given a mundane and non-

stimulating computer vigilance task developed by Dr. Mark Scerbo from Old Dominion University. The

purpose of having the vigilance group is to remove any novelty effects that the Captain's Log TM software

might produce. That is, the vigilance group is introduced to show that there is hopefully, no effect of

stimulation on the test subject due to having a "new" computer task to perform. The hopes are that the

Captain's Log TM software in it of itself will produce the necessary cognitive brain stimulation necessary to

sharpen the experimental group's state of awareness. After the test subjects completed their respective

sessions, the EEG cap and heart rate electrodes were removed from the test subjects and then they were

excused for a long lunch break. Again, before the test subjects left the lab, they were instructed to avoid

any caffeine products so that no external psychophysiological stimulation was given to them.

Upon the test subject's return, the EEG cap and heart rate electrodes were reapplied and the test

subject returned to the simulator. This last session was utilized as a repeat control as a comparison for the

first session and to see if there were any carryover effects for the experimental group. The flight scenario

was exactly the same as the first session except that a different anomaly was introduced. Again, the test

subjects were administered pre-test and post-test questionnaires to gage their relative state of awareness.

At the end of this final session, the psychophysiological sensors were completely removed from the test

subjects and any excess prepping gel or sensor residue was removed. The test subjects were then

provided with a complete description of the experiment in the debriefing session. They were given

information on the driving factors that helped to produce the experimental hypotheses along with a

description of what was being observed during each session. After this download of information

regarding the experiment was given, the test subjects then completed a debriefing questionnaire. The
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questionnairehelpedto validatethescenariosandsensationsexperiencedbythetestsubjectsalongwith
providingthe experimenterwith usefulinformationregardingthe sensorapplicationsandother
environmentallabconcerns.Thetestsubjectswerethengivenanopportunitytoprovidefor anyuseful
suggestions,comments,concerns,and/orquestionsthattheymighthave.

Results.Thegenerallinearmodelfor repeatedmeasuresandtheone-wayAnalysisof Variance
(ANOVA)wereemployedto analyzethedata. Currently,thepsychophysiologicaldatais still being
analyzed.Asforthesubjectivequestionnaires,nosignificantdifferenceswerefoundin theanalyses.The
onlymeasureof significancethatwasseenin theanalysisoccurredin theanomalyreactiontimeforthe
differentsessionsacrossthegroups.A trendleadingto apotentialsignificancein thedatawasobserved.
Accordingto the analysis,the responsetime wasnearsignificancebetweengroupsI and III
(F(2,9)=4.157,p =.053).WhenlookingattheTukeyandDuncanPostHocTests,significantdifferences
werefoundbetweenGroupsI andGroupIII for thereactiontimeresponsemeasure.Thismayindicate
thattheexperimentalGroupIII experiencedsomeeffectsof theCATSinterventionoverthecontrol
GroupI whichhadnointervention.

ConclusionsandFutureResearch.Severalfactorscontributedto thelackof significantresults
in thedataanalyzedto date.Onein particularwastheobservationthattherewereseveraltestsubjects
whohadlittleornoexperienceflyingthesimulator,andtheyspentagoodportionof theirtimetryingto
learnhowto usethecontrolsandthesimulatorprogram.Therefore,their levelof engagementand
awarenesswererelativelyhigh throughoutthe durationof theexperiment.Thishigherlevel of
engagementhelpedto skewthedata.Also,thesamplesizewasprobablynotlargeenoughto overcome
subjectto subjectvariability.Butthefactthatthereis atrendin thereactiontimedatashowsthatthe
resultsarepromisingevenfor a smallsamplesize. It is highlyrecommendedthatafurtherstudybe
conductedwitha largernumberof testsubjects.Also,it is suggestedthateachtestsubjectbegivenat
leastanhourof practicepriorto thestudyto helpavoidthelearningcurveeffectsontheirrespective
statesofawareness.TheseeffectsarecurrentlybeingexploredduringPhaseII oftheCATsstudy.

Stress-Counter Response Training Research

Increased sophistication in automated aircraft control systems, with multiple backups and

automated emergency responses, has steadily increased aircraft reliability. However, despite this or

because of this, human error remains the significant cause and limiting reliability factor in aviation

incidents and accidents. Ergov (1982) defined the aviator's professional reliability as the ability to handle

flight task demands satisfactorily in limited time and solve any problems in an emergency condition.

Zhang et al. (1997) suggested that this professional reliability depends on two relative factors: (1) task

demand load, and (2) the pilot's cognitive functional capacity. There is considerable evidence to

conclude that pilots may and do lose control of their aircraft as a direct result of reactive stress. Foller et

al. (1993) noted that such conditions as high task demand and diminished cognitive functional capacity

can lead to a narrowing of the focus of attention (i.e., autonomous mode behavior; Li, Shi, & Zhou, 1991;

Simonov, Frolov, & Ivanov, 1980) as well as a loss of situation awareness (Endsley, 1994; 1998).

Disasters, such as Three Mile Island, Chernobyl, and USS Vincennes underscore the importance

of developing training interventions to offset the real-world stressors on complex cognitive tasks

(Johnston & Bowers, 1997). To date, there has been few such training interventions developed and little

research to examine how they may improve dynamic decision-making in such stressful environs. Most of

these studies have focused on clinical or sports psychology domains and there remains a gap in research

in the aviation operational context. The following study will examine a new approach to training adaptive

cognitive, autonomic, and behavioral stress responses, termed "Stress Counter Response Training." The

approach relies on proven stress exposure training methodologies (SET; Meichenbaum, 1985) and

includes task-specific stressors which have been shown to significantly improve performance (Larsson,

1987; Meichenbaum, 1985; Novaco, 1988; Siegel et al., 1981). Furthermore, Stress Counter Response
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Trainingofferstheadvantagesof lowtimeandcostimplementationaswell aseaseof assimilationin
alreadyestablishedtraininginterventions(e.g.,LOFT,MOST,CRM). AlthoughCrewResource
Management(CRM)traininghasasanendgoaltheenhancementof crewdecisionmakingin stressful
tasksituations,theproblemsof humanerrorcannotbeaddressedby existingCRMtrainingalone.A
primaryassumptionof CRMis thatcrewswill overlearnresponsesandtherebyincreasetheprobability
thatit will beusedduringhightaskloadoremergencysituations.However,thetasksof communication,
resourcemanagement,andcoordinationbecomeperhipheralizedduringsuchemergencysituationsand
thepilot's primaryfocuswill beonstickandrudderactivities.Therefore,intra-personalCRM,in
additionto andin combinationwithinter-personalCRMtrainingcanhavesignificanteffectsonpilots'
abilityto effectivelydealwithemergencysituations(Simmons,1999,Prinzel,Pope,& Freeman,1999).
Therefore,Stress-CounterResponseTraininghasbeendevelopedasavaluableadjuncttoCRM.

Stress-CounterResponseTrainingisamethodologyfor trainingpilotsto maintainphysiological
equilibriumsuitedfor optimalcognitiveandmotorperformanceunderemergencyeventsin anairplane
cockpit.Theuseof physiologyis basedonHockey's(1997)generalizedcontrolmodelthatprovides
mechanismsfor dynamicregulatoryactivity underlyingadaptivephysiologicalresponsesto
environmentaldemands,suchasoverload,externaldistraction,andstress.Thetrainingmethodto be
testedis novelin thatit (a) adaptsbiofeedbackmethodologyto trainphysiologicalbalanceduring
simulatedoperationsof anairplane,(b) usesgradedimpairmentof controlovertheflight taskto
encouragethepilotto gainmasteryoverhis/herautonomicfunctions,and(c) canbeincorporatedinto
line-orientedflight training(LOFT)or mission-orientedsimulationtraining(MOST)scenariosand
substantiallyimprovetheireffectiveness.Theuseof a PC-basedsimulatorwasbasedonBakeretal.
(1993)whodemonstratedtheefficacyof PC-basedflight simulationsusingLOFTscenariosfor crew
resourcemanagementtraining.

Method.Theresearchhascurrentlyoccupiedtwophases.Thefirstphaseisreportedhereandthe
secondphasehascompletedexperimentalrunsof subjects,butthedatahasnotbeencompletedanalyzed
to date.Thefirst studyexaminedthetrainingconceptandcomparedit to moretraditionalbiofeedback
methodsof stressexposuretrainingaswell asa controlgroupthatreceivesno training. Subjects
performedmissiontasks(MOST-typescenarios)on a PC-basedF-15flight simulator. Measures
collectedincludedEKG,SAGAT-basedqueries,performancemeasures,verbalprotocolanalysis,
subjectivesituationawarenessmeasures,andvariouspersonalityscalemeasures.Thestudytookplace
overthreeintra-experimentalphases(Johnson& Cannon-Bowers,1997)overfourexperimentalsessions.
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Figure22.SubjectParticipantinStress-CounterResearchExperiment

Thesubjectswere30femalesandmaleswhoperformedamodifiedPC-basedfightergame.The
feedbackworksontheprincipleof instrumentalfunctionalityfeedback(IFF)thatisembeddedintothe
taskto provideadaptivefeedbackto thesubjectsby imposinggradedimpairmentof flight controlsas
theirpsychophysiologyevincesstressresponses.Thephysiologicalmeasuresweusedin thefirstphase
werehandtemperatureandskinconductance.Thereweretwogroups:experimentalandcontrolgroup.
Theexperimentalgroupreceivedgradedimpairment(throughmodificationstothecontrolrangeinputof
thejoystick)whenthefingertemperaturedeviated1degreeFahrenheitandskinconductancelevelsof 1
micromho(lostweaponcontrol).Thecontrolgroupreceived2-minutereductionof functionalityatpre-
settimesindependentofphysiology.

Results.Unfortunately_theresultsshowednoperformancedifferencebetweenthetwogroups.
However_therewasatrendsuggestingasteeperlevelofperformanceimprovementof flighttaskmission
successfortheexperimentalgroup(seeFigure23).
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Figure 23. Mean Flight Session Performance in 3 Training Sessions Across Groups.

Conclusions. The lack of significant training effects may be due to how we implemented the IFF

methodology. We identified several issues after running the experiment as would be expected with such

exploratory research including the fact that we imposed unlimited IFF functionality impairment which led

to many subjects experiencing unrecoverable loss of control. We also were concerned that the use of

hand temperature and skin conductance was not as sensitive a measure of stress as say the EKG of heart-

rate. Therefore, we conducted a second experiment that did not imposed unlimited impairment and made

graduated impaired control inputs based on heart-rate measures. The preliminary results are that the

stress-counter response methodology can significantly reduce physiological responses and improve pilot

performance under conditions of high workload and high stress. We are very encouraged by these results

and are confident that, as they mature, can be a valuable complement to current inter-personal crew

resource management techniques that focus on the team element. The techniques of stress-counter

response and others, such as CATs and self-regulation, would focus on the intra-personal side that we

term, "cognitive resource management " whose acronym is also CRM. Together, they would form a

comprehensive training approach to the problem of hazardous states of awareness management in

aviation; a training approach we call CRM 2.

SPIN-OFF RESEARCH

NASA Langley Research Center continues to develop new technologies to address flight deck

human factors issues with psychophysiological methods, while seeking opportunities to transfer the

technologies into educational and clinical applications. Research has developed technologies using

physiological measures for assessing pilot stress, sustained attention, engagement and awareness in a

laboratory flight simulation environment. Biocybernetic systems employing these measurements have

been designed to be used for evaluating manned system designs for compatibility with human

capabilities. Biomedical spin-offs have emerged from this work through collaboration with medical
centers.
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Videogame Neurofeedback

Neurofeedback (NFB) training systems provide real-time information to trainees showing them

how well they are producing the brainwave patterns that research has shown to distinguish normal

individuals from individuals classified as ADHD. Neurofeedback training can be a long and arduous

procedure, creating adherence and attrition problems. An engaging form of training delivery is needed.

An entertaining way of delivering neurofeedback training evolved from the physiological factors research

conducted at NASA Langley Research Center (U.S. Patent No. 5,377,100). Brainwave-assisted

videogames are designed to respond to electrical brain activity as well as gamepad or joystick input. In

the current experimental embodiment, mastery of off-the-shelf videogames depends on proper cognitive

engagement, reflected in a high Engagement Index, as well as good game skill. This innovative approach

to neurofeedback, which is based on patented NASA technology, will potentially allow subtle training of

enhanced capacity for concentration while individuals enjoy playing their favorite videogames, and may

make it possible for neurofeedback training to become an integral part of video- game home

entertainment for children and adults. There are a number of modifications being made to the patent and,

therefore, specifics as to the operation of the videogame neurofeedback technology cannot be described in

technical details here. A diagram of the operation of the videogame neurofeedback technology is

presented in Figures 24 and 25.

Method. A study was conducted to research whether the technology has any positive effect

beyond that of traditional biofeedback in the treatment of ADHD children. 22 children with ADHD of the

hyperactive impulsive subtype (DSM-IV criteria plus physician diagnosis) were the subjects. They were

between ages 9-13 years and 3 were girls and 19 were boys. All the children were on short-acting

medications for ADHD and had normal intelligence and no history of affective problems or learning
disabilities.

The children were randomized to treatment groups of videogame or standard neurofeedback.

Children in both groups completed 40 individual treatment sessions, once to twice per week or 20-40

weeks of sessions. The children came for one test session before and after treatment while they

completed quantitative EEG tests, tests of variables of attention (TOVA), and neuropsychological tests.

BASC monitor data and actigraph (physical activity) data was collected pre- and post-treatment and every

ten sessions. Children in both groups were trained with a single active Cz electrode, with reference

electrode and group attached to earlobes.

The videogame group played standard Playstation console games (Spyro the Dragon, Tony

Hawk, and Gran Turismo) and the neurofeedback was embedded within the games. Training consisted of

fixed-length training intervals interspersed with listening and reading tasks. The standard control group

received neurofeedback through the Thought Technology Procomp+ hardware and Multitrace software

package. Displays were bar graphs and simple figures representing changes in somato-motor rhythms

and beta and theta EEG bands. Like the videogame group, training consisted of fixed-length training

intervalnterspersed with listening, reading, and unmodulated videogame playing. The control group

training resembles in every way, the traditional and typical neurofeedback training applied to the
treatment of ADHD.
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Figure 24. Video-Game Control Modulation
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Figure 25. Videogame Group Set-up
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Figure 26. Satisfaction Results of Study

The results of the study showed no significant differences between the traditional and the

videogame technology groups. Therefore, this would suggest that the videogame technology and protocol

performed comparably with proven and well-accepted practice of biofeedback treatment of ADHD. This

was exactly what we hoped for. However, what was even more remarkable was the one significant

finding that we found in terms of motivation to continue treatment. There was a significant difference

between those subjects who got the videogame treatment and those who got the control treatment. One of

the largest problems with the treatment of ADHD children is keeping them motivated to continue

throughout 40 or more sessions. In fact, most children do not complete treatment and instead have to rely

on medications to control their ADHD. These results suggest that the problem of non-motivation can be

dealt with effectively through the application of one of the favorite pastimes of children, playing games

that has embedded ADHD biofeedback treatment. Clinical trials are continuing at present to further

investigate the potential of this technology to substantially change the treatment approach that is taken

with ADHD children and adults. We believe that the videogame biofeedback technology has a number of

advantages: Being inherently motivating, blending of different treatment approaches, allowing individuals
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to select the games that they like best and allowing for ease of update for remaining current with the

videogame available at present, providing for cross-gender treatment of ADHD since the child can select

what game they like and therefore are not limited to mostly male-oriented games, and it can be used at

home without clinical intervention saving time and money.

VISCEREAL Diabetes Technology

VISCEREAL is a virtual reality system that non-invasively renders physiological information in
such a way as to accurately represent, in real-time and on-line, the functioning of the underlying

physiological sources in both the appearance and action (LaRC Patent Case No. LAR-15396-P). In the

field of psychophysiology, biofeedback closed the loop by providing patients with real-time information

about the functioning of their own physiology-information previously observed by the clinician-to help

patients learn physiological self-regulation.

The purpose of VISCEREAL is to immerse a patient in a real-time display environment that

facilitates learning about physiological function as well as learning of voluntary control of function. It

also immerses a physician in a real-time display environment that facilitates visualization of physiological

function for diagnosis as well as monitoring of drug response. VISCEREAL stands for VISCEral +

REALity = VISCEREAL; it is non-invasive endoscopic biological feedback. The current embodiment

that is subject to patenting uses general relaxation techniques and provides temperature and blood volume

feedback for the treatment of Raynaud's disease, migraine headaches, vasoconstriction secondary to

diabetes and connective tissue disease, and hypertension. More than 15 million Americans who have

diabetes may soon use NASA virtual reality technology as a new treatment in the self-management of the

disease. Preliminary observations show that NASA's artificial-vision technology can help patients at risk

for nerve damage associated with diabetes to visualize and control blood flow to their arms and legs. This

application, which comes from several years of research aimed at enhancing aviation safety, combines

two technologies: sensors to measure the body's reactions and powerful computer graphics to turn those

measurements into a 3-D virtual environment (see Figure 27). The graphics technologies are used in

research with cockpit artificial-vision systems to help pilots seen low- or no-visibility situations, and as

data-visualization tools to help designers study air-flow patterns around new aircraft shapes, as well as

adaptive automation technology developed at NASA Langley Research Center. Using biofeedback

methods the patients will increase blood flow, which will be measured through sensors attached to their

fingertips. The system uses skin-surface pulse and temperature measurements to create a computer-

generated image of what is actually happening to blood vessels under the skin. Just as pilots use artificial

vision to "see" into bad weather, patients will use this virtual reality device to see beneath their skin.

We have engaged the Strelitz Diabetes Research Institutes of the Eastern Virginia Medical School

(EVMS) to conduct clinical trials with the new technology. Furthermore, trials are also underway at the

Behavioral Medicine Center at the University of Virginia Health Sciences Center to evaluate the

technology for treatment of other blood-flow disorders.
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Figure27.TheVISCEREALDisplay

Crew Response Evaluation Window

CREW is a human response measurement technology useful for pharmaceutical testing, product

usability testing, and medical research. The Crew Response Evaluation Window (CREW) technology

permits the evaluator to select and simultaneously view several, previously dispersed, sources of

physiological and behavioral response information in a single, integrated display window (LaRC Patent

Case No. LAR 15367-1).

NASA LaRC researchers developed the Crew Response Evaluation Window (CREW) technology

to improve the process of monitoring the responses of pilots in flight research experiments. CREW can

also be used to evaluate the effects of pharmaceuticals, products and medical disorders on human

behavior. NextGen Systems, Inc., the company to which the technology has been licensed, plans to also

use the technology for objective broadcasting and advertisement analysis. The CREW technology has

been licensed to NextGen Systems, Inc. (Blue Bell, Pa.). A subsidiary group has emerged that focuses

just on this technology, called Capita Systems. NextGen Systems, Inc., designs and markets systems and

services that measure psychological engagement, receptiveness, and communication effectiveness. These

systems utilize electroencephalogram (EEG) and the CREW technology licensed under an exclusive
agreement from NASA to measure electrical activity in the human brain. The technology was developed

from research on the biocybernetic software system as a method to evaluate automated flight deck

concepts for compatibility with human capabilities. Our research has focused on development of the

methods to determine the optimum mix of allocated human and automated tasks in a cockpit. Since

licensing the technology from NASA, NextGen has engaged in significant research and development to

further refine the suitability of the original NASA software and position it for use in media testing.
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Figure 28. Capita Systems Adaptation of CREW Technology for Marketing Purposes

Advertising research has long recognized the need to develop and place commercial messages

that maintain a viewer's attention, interest or involvement. With the fragmentation of traditional

demographics, the proliferation of special interest groups joined globally through the Internet, and the

growth of affinity marketing, the need for advertisers to optimize their media dollars through appropriate

content, context and placement has never been more acute. Research to determine the efficacy of

advertising and commercial placements has grown into a multibillion industry. As an outgrowth of its

preliminary marketing efforts, NextGen has developed relationships with a number of prominent media,

entertainment, and marketing industry leaders.

The work with CREW has resulted in revenues "spinning back" to NASA and has been adopted,

in addition to the ADHD and VISCEREAL technologies, by the NASA commercialization office. The

CREW technology has been provided with U.S. Copyright registration (TXU743936) and is currently

undergoing patent review (08/641,041). To date, Capita Systems has performed test media services (e.g.,

assessment of commercials) for 17 companies, including MTV and Fortune 100 companies, and two

incumbents for congress.

CURRENT RESEARCH FOCUS

Real-Time Adaptive Automation of EICAS

A cooperative agreement with Catholic University will be expanding on previous research that

used a model-based approach to adaptive automation to control the automation modes in a simulated

Engine Indicator and Crew Alerting System (EICAS) display. The EICAS is the standard engine and

system health monitoring system used in many advanced glass-cockpit aircraft. The previous study

assigned 24 rated pilots to three groups: a workload-matched adaptive group, a "clumsy automation"

group, and a control group. A 60-min session was used comprising three phases of high-low-high task

load to simulate a profile of takeoff/climb, cruise, and approach/landing phases of flight. For the
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workload-matchedgroup,adaptiveautomationin theformof automationof theverticaldimensionofthe
two-dimensionaltrackingtaskontheMATwasusedduringthehightaskloadphasesatthebeginning
andendof thesession.Therewasalsousedatemporaryreturnof theautomatedEICAStasktomanual
controlduringthemiddleof thesecond,lowtaskloadphase.Fortheclumsy-automationgroup,these
contingencieswerereversed,sothattheyreceivedaidingwhentaskloadwaslowandwereallocatedthe
automatedEICAStaskwhentaskloadwashigh. Pilotshaveoftencomplainedthatautomationincreases
workloadattimeswhenworkloadisalreadyhigh(e.g.,going"heads-down"andreprogrammingtheFMS
duringdescentandapproachphases)andreducesworkloadwhenit isnotnecessary(e.g.,cruisephaseof
flight). Forthecontrolgroup,adaptiveautomationwasnotprovided.Overallperformanceonthethree
tasksof theMATwasbetterfor theworkload-matchedgroupsuggestingthatamodel-basedapproachto
adaptiveautomationhaspotentialfor improvinghuman-automationinteractionandmodulatingworkload
demandsin theperformanceof flighttasks.Furthermore,it wasfoundthatsupervisorycontrolbehavior
wassignificantlyimprovedfortheworkload-matchedgroupandworsefor theclumsy-automationgroup
providingfurthersuggestionsthatadaptiveautomation,if implementedcorrectly,canpotentiallyreduce
monitoringerrorsoflapses,slips,andmistakesandtherebyreduceautomation-inducedcomplacency.

Thepresentfocusofthesestudiesisonthereal-timeanalogof adjustingtaskmodein theEICAS
automationbasedon psychophysiologicalmeasuresof heart-ratevariabilitycombinedwith pilot
performance.Therationaleforthissetof studiesisthatthemodel-basedapproachpresumestobeableto
accuratelygaugethatpilot workloadis indeedhighduringpostulatedperiodsof highworkload.For
example,thedescentphaseof flighthasbeenreportedto behigherin workloadthancruisephasesof
flight. However,notalwaysornottotheextentthatit wouldbesignificanttoneedinterventionfromthe
technologythatadaptiveautomationcouldprovide.Rather,it wouldbebesttobeableto monitorin real-
timepilotworkloadandmakethoseadjustmentswhenit isclearthatit isneeded.Thiswouldaccountfor
thestarkindividualdifferencesthathavebeenwell documentedin howpilotsperceiveandreactto
workload.

Thefirst studywill usethesameexperimentaldesignreportedabovewith theexceptionthat
adaptiveautomationwill be implemented,insteadof basedona script,in real-timeusinga moving
windowof heart-ratedata.TheEICAStaskwill beunderautomationcontrolthroughoutthe90-min
sessionexceptthatit will bereturnedtomanualcontrolatrandomintervals.All 30subjectsaretoldthat
theautomationis not100%reliableandshouldbemonitoredfor failures.Adaptiveautomationwill be
implementedthroughthetaskallocationof thelateralcontrolpartof thetrackingtask.Thedesignand
choicesmadein theimplementationof adaptiveautomationwerebasedonapilotstudyof 5pilots.The
decisionto maketaskmodeadjustments(i.e.,adaptiveautomation)will bebasedona5-minwindowof
heart-ratedatathatis thenupdatedevery10seconds.Afteraminimumof 5minuteshaselapsesintothe
flighttask,theestimatesof workloadwill becomparedto thetransitionpointsdeterminedin thepilot
study.At eachpointin timet, the moving window estimate of a parameter At will be compared to its

corresponding transition point value. If the estimate falls out of the range of the transition points

established for that parameter, the adaptive logic will be triggered for the tracking task. For the EICAS

task, the moving window estimate will be of correct percent detection of malfunctions. In this case, if the

estimate falls below the desired set point, the adaptive logic will be triggered and the EICAS system will

be controlled to manual control in 30 seconds and then returned to automated control after a period of 5
minutes.

There will be three groups of 10 assigned to the adaptive automation, clumsy automation, or

control groups (see above for descriptions). Dependent measures include the performance on the tasks,

detection rate on the EICAS task, and workload measures from the .1 Hz heart-rate variability and

NASA-TLX. A liberal algorithm will be used to make the task allocation changes using an "OR"

triggering algorithm in which either the tracking RMSE or .1 Hz measure of heart-rate variability can

trigger the change in lateral control of tracking. The work is exploratory in that it will hopefully lead to

the development of "AND" algorithms or a more complex logic involving non-linear combination of

parameters (e.g., with the use of a neural network model).
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Information-Processing Stages and Adaptive Automation

The capabilities and potential benefits of automation of complex system operations have often

been overestimated and oversold by technologists. In considering aviation systems, including aircraft and

air traffic control (ATC) workstations, the current role of automation is limited because of the limitations

of expert systems (Leroux, 1993). In general, automation is not capable of higher-order cognitive

functions, such as information integration and decision making, which are required in piloting tasks and
ATC operations for effective performance (Leroux, 1993). Humans must remain part of decision making

processes in the control of such system in order to ensure performance. The key limitation of automation

for ATC is the lack of capability of, for example, an expert system to consider the context of a decision

and to quickly select an alternative, as humans often do on the basis of decision making heuristics and
biases.

With this in mind, some researchers (c.f., Laois & Giannacourou, 1995) have posed the question

as to whether automation should only be applied to, for example, data acquisition and communication

tasks, in the context of aviation system operations, versus it being applied to decision making functions or

tasks requiring higher-order aspects of information processing. Laois and Giannacourou (1995) stated that

automation is generally better for monitoring tasks whereas humans are better at decision making,

especially in critical situations. That is, automation is most suited to early sensory and information

acquisition stages of information processing while humans are well-suited to the latter (i.e., advanced

stages of processing). They studied human performance in an ATC simulation and surveyed expert

controllers to determine the implications of automation of ATC decision making functions on

performance. They observed significant performance decrements when futuristic forms of automation

(conflict projection and clearance advisory) were applied to decision functions in the simulation,

particularly when high-level automation was used. The survey results indicated that automation should

only be applied to data acquisition and communication versus conflict projection and clearance advisory.

This research suggests that caution should be exercised when considering the application of

automation to aviation systems because of limitations in current technology and the implications of

automation on human operator performance when applied to advanced functions, such as decision

making. Laois & Giannacouruo results demonstrate that automation of certain ATC functions may not

support the overall objective of automation - to augment operator skills.

Adaptive automation (AA) or dynamic function allocation (DFA) has been explored as a potential

solution to automation capability issues and the documented negative effects of full automation on human

operator performance, including operator complacency, vigilance decrements, and loss of situation

awareness (SA) over short periods of time and skill decay over long durations. Unfortunately, current AA

literature only broaches the central issue discussed above; that is, the human performance implications of

automation of complex systems functions requiring higher order aspects of information processing. Kaber

(1997), Kaber and Riley (1999) and Parasuraman et al. (2000) all reviewed a number of empirical studies

of AA that have focused on the performance effects of dynamic function allocation in complex systems,

specifically monitoring and psychomotor functions (e.g., tracking). This literature has also pointed to the

limited number of studies that have investigated the implications of AA on cognitive task performance

(e.g., Hillburn et al., 1997). It is important to note that in such research cognitive functions or tasks may

not have been passed between a human operator and computer, but, rather, the human and computer may

exchange perceptual and psychomotor functions and the effects of the exchange on human cognition are
evaluated.

Some work has indirectly investigated the implications of AA of lower-order aspects of human-

machine system information processing and pointed to the need to study [AA] of the advanced stages of

information processing in complex systems operations, including decision making and response

execution. Crocoll and Coury (1990) evaluated the human performance consequences of automation
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reliabilitywhenappliedto informationacquisitionandanalysisaspartof human-machinesystem
performance.Thisworkisrelevanttothecurrentproposal,asAA maybeconsideredaformof unreliable
automation.Thatis,dependinguponthestateof asystemanditstask,theautomationmaybeturned"on"
or"off'. Thismayormaynotoccurwithoperatornotification.Inthelattercase,theoperatormayin fact
perceiveAA asunreliableautomation.CrocollandCoury's(1990)workattemptedto definethe
conditionsunderwhichautomationreliability doesor doesnot affecthumanperformance.They
comparedinformationacquisition/analysisautomationwithdecisionautomation.Researchhasshownthat
peoplecanadaptto automationunreliabilitywhenautomationis appliedto low-levelinformation
processingfunctions.It hasalsobeensuggestedthatnegativeeffectsof automationunreliabilitymaybe
morepronouncedfordecisionautomationcomparedto informationanalysisautomation(Parasuramanet
al.,2000).OnlyonestudyhaslookedatthisissueandParasuramanetal.(2000)havepointedto theneed
tofurtherexaminewhetherautomationunreliabilityhasgreaternegativeeffectsontheadvancedstagesof
human-machinesysteminformationprocessingthanmonitoringandinformationanalysis.

Researchisneededatthispoint,todescribehumanresponsesto AA of complexsystemfunctions
requiringhigher-orderaspectsof informationprocessing,andtoestablishtheabilityofhumansto adaptto
AA of suchfunctionsin comparisonto theirabilityto adaptto automationunreliability(failures)when
automationis appliedto earlysensoryandinformationacquisitionfunctionsof complexsystems.
Manning(1993)describeda generalthree-stepprocedurefor evaluatingeffectsof complexsystem
automationon humanoperatorperformance(i.e.,conductingthetypeof researchwhichhasbeen
identifiedasbeingnecessary).Thestepsincluded:(1)identifyingtheobjectiveof theautomation(whatis
it to do); (2) identifyingtheclientof theautomation;and(3) definingtheneedsof theclient(their
informationrequirements).Thefinalstepisalsoaimedatdiscoveringwhetherautomationwill preventin
anywayusersfromacquiringneededinformation,andidentifyingthelevelof humaninvolvementin
systemoperationsnecessarytopreventcomplacencyandvigilancedecrements,andto maintainSA.This
informationcanbeusedto determinewhetherautomationismeetingtheidentifiedobjectiveandwhether
it will ultimatelyaugmenthumanoperatorskill. Thisapproachis similarto contemporarymethodsfor
designof human-automationinteractionin complexsystems.Parasuramanet al. (2000)formulateda
model-basedapproachto automationof complexsystems(e.g.,ATCsystems)basedonexistingtheories
of humaninformationprocessing.Themodelincludedsevensteps:(1) identifysystemfunctionsto be
automated;(2) identifythetypeof automation(thestageof informationprocessingto whichautomation
is tobeapplied);(3)identifythedegreeof automation;(4)evaluatethehumanperformanceconsequences
of applyingautomation;(5)makeinitialspecificationof typesandlevelsof automation;(6)evaluatethe
reliabilityoftheautomationandassociatedcosts;and(7)finalspecificationof automation.Fourstagesof
human-machinesysteminformationprocessingareconsideredin this model,includinginformation
acquisition,informationanalysis,decision-makingandaction,to describethedegreeof automationfor
theoperationof acomplexsystem.Thesestagescorrespondto aspectsof humaninformationprocessing
includedinhistoricalmodels(e.g.,Broadbent,1958),suchasperception,planning,decision-making,and
action.

Parasuramanetal. (2000)approachto automationdesignandManning'sapproachtoevaluating
automationcanbeusedtocharacterizevarioustypesofhuman-machinesystemsin termsoftheaspectsof
informationprocessingrequiredfor effectiveperformance.Theymayalsoserveto categorizethe
functionsof human-machinesystemsin termsof operatorinformationrequirementsandstagesof
informationprocessing.Therefore,theapproachescouldbeusedto identifyfunctionsrequiringhigher-
ordercognitionandfacilitateexaminationoftheapplicationof AA tosuchfunctionsandevaluationofthe
affectonhumanperformance.In general,thesemethodsto automationdesignandevaluationneedtobe
evaluatedthroughfutureAA researchandfieldwork.

WehaveestablishedacooperativeagreementwithDr.DavidKaberof NorthCarolinaUniversity
todeterminethespecificperformanceandworkloadeffectsof AA of informationacquisition,information
analysis,decision-makingandactionfunctionsaspartof complexsystemperformance.Thatis, the
researchwill seekto quantify,forexample,theexacteffectof AA ofthedecisionmakingfunctionofthe
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Multitask©simulationonoverallhuman-machinesystemperformance.In general,thisgoalwill be
achievedbyapplyingamethodtoautomationevaluationsimilartoManning's(1993)generalapproach.

Themainhypothesisof thisworkis thathumanswill notbeableto adaptto AA of decision
makingandactionfunctions,aspartof complexsystemperformance,aswellastheyareableto useAA
of informationacquisitionandanalysisfunctions.Furthermore,it isspeculatedthatapplicationof AA to
the decisionmakingaspectof performancewill not be aseffectiveasAA of the monitoringor
informationanalysisaspectsof thetaskformanagingoperatorworkload.Humanmonitoringperformance
relieson the short-termsensorystoresandperception,includingdetectionandpatternrecognition.
Decisionmakingreliesnotonlyontheperceptualprocessbutinformationstorageinmemory,integration
of informationon perceivedstimuliandlong-termmemory(LTM) structuresin workingmemory,
developmentof asituationmodel,classificationof thesituationmodelin termsof schemaandscriptsin
LTM,anduseof decisionmakingheuristicsandbiasesforresponseselection.A potentialproblemwith
AA of adecisionmakingfunctionis thattherearemanystagesof informationpre-processingthathumans
undertakeinorderto makedecisionsandperiodicallyremovingand/orinvolvingapersonin acomplex
systemcontrolloopmaybedisruptivetothecognitiveprocessescriticalto adecision.In monitoring,the
cognitivepre-processingislimitedincomparisontodecisionmaking.

With respectto thehypothesisonworkloadmanagementthroughAA, thecriticaldifference
betweenmonitoringfunctionperformanceanddecision-makingis thattheformerusuallydoesn'trequire
informationstorage,or thesignal-response(S-R)associationsfor monitoringareusuallyautomaticin
comparisonto S-Rassociationsin complexdecision-making.Therefore,in monitoringhumansarenot
usuallyrequiredtorecall(fromtime-to-time)informationinLTMinorderto keeptrackof systemstates.
Complexdecisionmakingtasksdifferfromchoice-reactiontasksin thattheyusuallyoccuroverextended
periodsof timeandrequiresignificantrecallandintegrationof information.It is expectedthatthe
applicationof AA to decisionmakingaspartof complexsystemoperationsmightcauseoperatorsto
attemptto retainsysteminformationin WMorLTMfromonemanualcontrolperiodto another.Thisis,
however,notexpectedtobethecaseinmonitoringfunctionperformance.Therefore,theeffectivenessof
AA for managinghumanoperatorworkload,whenappliedto thedecisionmakingaspectof human-
machinesystemperformance,maybe limitedin comparisonto theeffectivenessof AA for thesame
purposewhenappliedto a monitoringfunction.Thesehypotheseswill beinvestigatedthroughthe
designedexperiment.

Theexperimentto beconductedaspartof thisresearchwill requiresubjectstoperforminadual-
taskparadigm.Notonlywill theycontroltheMultitask©simulation(aflight simulationsuitethatwas
developedunderthedirectionof Dr.DavidKaber),butalsotheywill performasecondarytask,agauge-
monitoringtask.Theexperimentalscenariowill involvesubjectsactingasair defensesystemradar
operatorson-boardanAWACSaircraft(Boeing707),whoalsohavearesponsibilitytomonitorthestatus
of aircraftsubsystems,for exampleenginetemperatureoroil pressure.Thegauge-monitoringtaskwill
presentafixed-scaledisplaywithamovingpointerandsubjectswill berequiredtomonitorandmaintain
thepointerwithinadesignated"acceptable"regiononthedisplay.Theywill accomplishthisbyusing
keysonakeyboardtofacilitatecorrectivemotionofthepointerif it deviatesinto"unacceptable"regions
ateitherendofthefixed-scaledisplay.

Thegauge-monitoringtaskispsychomotorinnatureinvolvingsubjectsmonitoring,diagnosisand
action.Subjectswill beinstructedduringtheexperimenttofocustheirattentionontheMultitask©andto
allocateremainingattentionalresourcestoperformanceof thesecondarytask.Duringtheexperiment,the
secondarytaskwill beusedasanobjectivemeasureof subjectworkloaddueto theMultitask©.
Performancein the gaugemonitoringtaskwill be recordedin termsof theratioof thenumberof
unacceptablepointerdeviationsdetectedbysubjectstothenumberof deviationssimulated(i.e.,the"hit-
to-signal"ratio).

Criteriawill beestablishedfor performanceof the secondarytaskaspartof thedual-task
scenario.Thecriteriawill bebasedon subjectgauge-monitoringperformancein a pilot study.The
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performancecriteriawill alsobecriteriaof primarytaskworkload.A criterionfor taskunderloadand
overloadwill beestablishedandassociatedwith Multitask©adaptivefunctionallocation(interface
changes).Taskoverloadwill beindicatedbysignificantperformancedegradationsin thesecondarytask,
representingexcessivelevelsof primarytaskworkload,andwill beassociatedwithmandatesfor subjects
toactivateautomationin theprimarytask(Multitask©).Taskunderloadwill beindicatedbynear-perfect
performancein thegauge-monitoringtaskandwill beassociatedwithmandatesfor subjectsto deactivate
automationof theprimarytaskfunctionandperformtheMultitask©manually.Sincetheperceptualand
cognitivedemandsof Multitask©functionscompletelyoverlapthoseof the gauge-monitoringtask,
previousresearch(Kaber& Riley,1999)hasfoundthegauge-monitoringtaskto beasensitiveindicator
ofworkloadchangesintheMultitask©simulation,asaffectedbyAA.

Theindependentvariableto becontrolledin thisexperimentwill bethestageof information
processingto whichAA is applied.Therefore,therewill be four levelsof thevariable,including
informationacquisition,informationanalysis,decisionmaking,andactionimplementationaspartof
Multitask©performance.

Withrespectto responsemeasures,Manning(1993),in evaluatingATCautomation,measured
human-machinesystemperformancein termsof productivity,or thenumberof flightshandledby a
controller.Healsomeasuredautomatedsystemfunctioningin termsof reliability.Withthis in mind,
performanceintheMultitask©will bemeasuredin termsof thenumberof targetseliminated,thenumber
oftargetsoverlooked/missed,andthenumberoftargetcollisions.Thiswill allowforaperformance-based
assessmentof AA asappliedto thedifferentaspectsof informationprocessingaspartof thecomplex
systemcontrol.

Beyondperformancemeasures,subjectiveworkloadassessmentswill alsobemadeduringthe
studyusingtheModified-CooperHarper(MCH)scale.Thismeasurefocusesonmentalworkloadcaused
byinterfacedesign.Observationsonthemeasurewill beusedto verifyobjectivemeasuresorworkload
usingthesecondarytask.

A between-subjectsdesignwill beusedinordertominimizethepotentialforMultitask©training
carry-overeffectsfromoneexperimentaltrial to another.Fourgroupsof subjectswill beformedonthe
basisof theMultitask©functionto whichAA isapplied,Onegroup,will experienceAA appliedtothe
informationacquisitionstageof informationprocessingaspartof Multitask©(i.e.,monitoringtargets).
Dependingupontheobservedlevelof subjectworkload,motionof theportaldisplaywill eitherbe
controlledbythesubjector thecomputersystem.A secondgroupwill beexposedto AA appliedtothe
informationanalysisstageof informationprocessingaspartof Multitask©performance(i.e.,analyzing
targetcharacteristicsandbehavior).Dependinguponsubjectworkload,automationmaybeprovidedin
theformof a summarydisplayontargetcharacteristicsandpotentialconflicts.Thethirdsubjectgroup
will be exposedto AA of the Multitask©decision-makingfunction.If subjectworkloadis high
(secondarytaskperformanceispoor),theywill beprovidedwiththetargeteliminationadvisoryaid.The
aidwill provideinstructionsasto whichtargetsonthedisplayto eliminateandwhen.Thefourthgroup
will experienceAA of theresponseexecutionaspectof Multitaskperformance.Underautomatedcontrol,
thecomputerwill formulatea targeteliminationplanandeliminatetargetson thebasisof theplan.
Manualcontrolof theactionfunctionwill requiresubjectstoprocesstargetsusingthecomputerkeyboard
ormouse.

Forcomparisonpurposes,twocontrolconditionswill alsobestudiedaspartof theexperiment.
An additionalgroupof subjectswill be recruitedto performtheMultitask©simulationwithoutany
adaptiveinterfaceaidsbeingactivated.Thesesubjectswill alsoberequiredtoperformthesecondarytask
in orderto ensureafair comparisonof overallhuman-machinesystemperformanceacrosstheAA and
completelymanualcontrolconditionsof theexperiment.Thesecondcontrolconditionwill involvefull
automationof all functionsaspartof Multitask©operation.Thisconditionwill be investigatedto
establishthemaximumperformancecapabilityof theautomation.Nosubjectswill beusedin evaluation
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of this condition, as there will be no role for the human to fulfill. The computer will process targets based
on an algorithm considering the speed of targets, their positions, etc.

Biocybernetic Human "In-The-Loop" Studies

Research will continue in-house and with a cooperative agreement with Old Dominion University
(Dr. Fred Freeman, Dr. Mark Scerbo, and Dr. Peter Mikulka) and a Graduate Student Research
Fellowship (GSRP) to the University of North Carolina (awarded to graduate student, Michael Clamann)
that focuses on the continued testing and refinement of adaptive automation algorithms using
psychophysiological measures and the closed-loop, biocybemetic system developed at the NASA Langley
Research Center. Current research will focus on the supervisory control tasks, vigilance tasks, feature-
integration tasks, and PC-based Microsoft Flight Simulation tasks. Also, a new approach is being

developed that will use a combination of EEG, performance, and heart-rate measures to make task
allocation decisions. The details of the operation of the system were described previously in this section
and therefore will not be repeated here.

One set of research will employ a multi-task paradigm to compare and contrast adaptive
automation strategies based on physiological and secondary task measures of workload. Specifically,
subjects will be required to perform a dynamic control task integrated with a signal detection task. An
index of user arousal will be computed based on EEG signals and hit-to-signal ratios will be calculated on
signal detection task performance in order to predict automated and manual control allocations of the

dynamic control task. The frequency and duration of allocations, when using each type of trigger, will be
compared. In addition, measures of dynamic control task performance will be recorded. This information
will be used to directly validate the control strategies defined using the triggers, and indirectly validate the
physiological and secondary task measures of workload as triggers. It is also expected that the research
will identify a superior trigger for various levels of difficulty of the dynamic control task manipulated
during the research. A second set of studies will be similar to this research but will use a Triesman
feature-integration paradigm that requires cognitive rather than perceptual modes of information

processing.
Other research will examine the combination of EEG, performance, and heart-rate measures as

the "trigger" for adaptive automation. The research will be conducted in two phases. The first phase will
consist of a pilot study in which baseline data will be collected. Subjects will perform tasks from the
MAT while their EEG and heart rate are being monitored. After being given 30 minutes of training on
the tasks, subjects will be run at three levels of difficulty: low, medium, and high difficulty. Data from
this pilot study will be analyzed to determine:

• Which combination of EEG sites should be used in construction of an EEG engagement
index for use in an adaptive automation system?

• Should the EEG index just be used for adaptive task allocation when it reflects a low
level of arousal?

• How well does heart rate correlate with performance on the low and high difficulty task
modes?

• Do subjective measures such as the NASA-TLX correlate with the physiological
measures?

In Phase 2, the data from Phase 1 will be used in the construction of an adaptive automation system that
employs multiple psychophysiological measures to drive the system. Subjects will then be tested using
the new system on the MAT initially and more ecologically valid flight tasks in later research studies.
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Spin-Off Research

NASA Langley Research Center will continue to explore spin-off applications of the research.

Dr. Lance Prinzel and Dr. Alan Pope have recently submitted a patent application that applies our

experience in adaptive automation, biofeedback, and sports psychology. The technology will help

athletes, such as tennis players and golfers, improve stress and anxiety coping skills based on some

principles and technologies we have developed in our past research. Additional details cannot be made

available at present because of intellectual property as directed by the NASA Langley Research Center
Commercialization and Patents Office.

In addition to our spin-off research with athletes, we will also continue our research and

development of technology in the treatment of ADHD, blood-flow disorders, and anxiety / stress

disorders. In 2000, the technology for the treatment of ADHD children was voted as #9 of NASA's top

10 overall innovations for the year. The work was recognized because of its potential to significantly

improve the quality of life for millions of children that suffer from ADHD. Improving quality of life is

one of NASA's primary objectives and mission statements and, therefore, we are hopeful and encouraged

to be able to contribute to such a worthwhile goal.

NASA Program Collaborations

Researchers, involved in the research described in the technical memorandum, have worked in

collaboration with other NASA aviation programs, such as synthetic vision systems (SVS). Our work in

the field of psychophysiology, human performance assessment, human factors, and psychology has been

utilized to help with many of the same issues that other programs are currently facing. Issues, such as

task overload, cognitive capture, loss of situation awareness, etc., are important areas of concern for many

other aviation research programs. And, our research in these areas and the assessment tools that we have

developed have been leveraged by these programs to help ensure that these new technologies being

developed in these programs address these issues. Currently, we are part of a research team examining

low visibility, loss-of-control issues involved in low hour general aviation accidents. Our team is

measuring psychophysiological responses and gathering stress and arousal measures when pilots enter

into loss-of-control situations. The work will serve both the program of SVS general aviation element but
also base human factors research by helping to uncover the etiologies and precipitating factors that are

contributors to entering into these hazardous states of awareness.
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